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a b s t r a c t

Novel Evolutionary Algorithms are usually tested on sets of artificially-constructed bench-
mark problems. Such problems are often created to make the search of one global extre-
mum (usually minimum) tricky. In this paper it is shown that benchmarking heuristics
on either minimization or maximization of the same set of artificially-created functions
(with equal bounds and number of allowed function calls) may lead to very different rank-
ing of tested algorithms. As Evolutionary Algorithms and other heuristic optimizers are
developed in order to be applicable to real-world problems, such result may raise doubts
on the practical meaning of benchmarking them on artificial functions, as there is little rea-
son that searching for the minimum of such functions should be more important than
searching for their maximum.

Thirty optimization heuristics, including a number of variants of Differential Evolution,
as well as other kinds of Evolutionary Algorithms, Particle Swarm Optimization, Direct
Search methods and – following the idea borrowed from No Free Lunch – pure random
search are tested in the paper. Some discussion regarding the choice of the mean or the
median performance for comparison is addressed and a short debate on the overall perfor-
mance of particular methods is given.

� 2014 Elsevier Inc. All rights reserved.

1. Introduction

Although plenty of novel single-objective Evolutionary Algorithms (EAs) is proposed each year, comparing their perfor-
mance in a trustful manner is not an easy task. As the ultimate goal of creating novel EAs should be their application to real-
world problems that may be of interest to researchers from different fields of science, the problem of meaningful testing of
novel approaches is of high importance.

It is widely accepted that the search for the optimization method that would perform well for any problem cannot be
successful. Since the proofs of No Free Lunch theorems (NFL) for optimization [79,80,41,17] it is known that the averaged
performance of all non-revisiting heuristic algorithms (the ones that to guide the further search use only information about
function values measured at previously visited points) over all possible problems (which number is finite when both domain
and codomain are finite, what is always fulfilled when digital computers are used [80], irrespective that one frequently
claims to be interested in optimization in continuous domain) would be equal if no distinction in the significance of different
problems is set. In [63] it was proven that NFL holds for any closed under permutation (c.u.p.) subset of all possible problems.
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However, it was also shown that vast majority of problems that belong to a subset of problems that is c.u.p. cannot be in fact
of interest to anyone [35,36]. Most such problems are simply random ones, without any pattern in the function values – the
visualized fitness landscape of such problems would look like a hyper-blurry. In addition, some of problems within any sub-
set that is c.u.p. must have the global minimum and the global maximum neighbored, making any optimization effort un-
robust [35,36]. Such kinds of problems are sometimes called ‘‘out of interest’’ to anyone, or ‘‘not searchable in practice’’ [9].
As the problems that may indeed be of interest to someone are only a small fraction of all problems that are c.u.p. [36], con-
trary to some popular beliefs the NFL does not dismiss the search for the heuristics that could be successfully applicable to
wide variety of practical problems.

Although some methods have been proposed to develop problems that would diversify performance of various heuristics
[43], novel EAs are usually compared with state-of-the-art algorithms on published collections of benchmark problems. A
number of such collections have been proposed for single-objective optimization methods [81,70,72,45], but majority of
them are composed of artificially-constructed benchmark functions. Some exceptions, like CEC 2011 set [13] are still rarely
used in practice. The goal of the tested algorithm is usually to find the point in the search space (frequently within box-con-
straints) with the extreme (usually minimum) function value. Such artificial functions are often created according to some
‘‘concept’’ how to make the search tricky enough in order to test some properties of algorithms. The question arise whether
such way of constructing and testing novel EAs is not hampered by human-induced bias, that may unfavorably affect the
comparison of different methods. It may easily turn out that the comparison based on such conceptually-created bench-
marks would not allow researchers pointing out the optimizers that would then perform best for other problems, including
real-world ones. Important point is that many real-world, as well as some artificially created problems are deceptive, what
means that the features of their fitness landscape ‘‘allure’’ the majority of EAs to local optima [28,78]. The algorithms that
better cope with deceptive problems are rarely the most efficient for the more ‘‘classical’’ ones, and vice versa.

It is not difficult to agree that using various sets of artificially constructed problems (see [6]), or different numbers of max-
imum function calls (as shown in e.g. [58]), different algorithms may be pointed out as the best ones – what unfortunately
makes introduction of the novel (of course claimed to be better) methods easier (for critical discussion of some novel heu-
ristics see [67]). But the major goal of this paper is to go a step further and verify the meaningfulness of classical benchmarks
by testing EAs on the same artificial functions twice. The first test follows the constructors’ idea and is based on searching for
the global minimum of the specified functions. The second test is performed by using the same functions, but, contrary to the
inventors’ suggestion, searching for their maximum. The very popular collection of CEC 2005 benchmark functions [70] is
chosen for the study.

Obviously the difficulty (irrespective how defined and measured [11,46]), the number of local optima and deceptive fea-
tures of both kinds of problems, namely minimization and maximization of CEC 2005 functions, are different. Also more fre-
quently the global optima are located on, or close to, the bounds in case of maximization than in case of minimization
problems. However, the fitness landscape, box-constraints, initialization ranges and maximum number of function calls
remains the same in both tests. The simple idea is to throw off the ‘‘concept’’ that is hidden behind artificially-created prob-
lems, and verify the performance of algorithms in cases when fox-holes or narrow valleys (for which most researchers tune
their optimizers) loose their meaning. As there is little reason that searching for the minimum of artificially-constructed
benchmark functions could be ‘‘more important’’ than searching for their maximum, this simple approach may verify the
relevance of using such collections of benchmark problems to show superiority of some EAs over others.

The present paper may also point out another question. Imagine that one needs to find the best and the worst solution of
some problem – can the same heuristic algorithm be successfully used for both tasks? Probably most practitioners would
hope so, at least because few could be satisfied with taking the burden of finding the proper optimization method twice.

Alongside the main goal, some discussion regarding the choice of the mean or the median performance for comparison is
addressed in the paper. The differences in rankings of algorithms obtained for benchmark sets of various dimensionalities are
also discussed. Finally, some debate regarding the overall performance of particular algorithms is given. As optimization
algorithms are usually compared in papers in which novel methods are introduced, the present study may be a chance to
make such comparison without any hidden temptation to show that the just-introduced algorithm is indeed worth
publication.

2. Problems, algorithms and methods used for comparison

Among a number of collections of benchmark problems based on artificially-created functions [81,70,72,45] the CEC 2005
set [70] is selected for this study due to its wide popularity in testing various EAs during recent years
[75,76,38,23,5,30,22,62,66,56,6]. The basic properties of 25 classical CEC 2005 minimization problems are given in Table 1.
The standard 10-, 30-, and 50-dimensional versions are used in this paper and the maximum number of function calls is set
to 10000D, as required in CEC 2005 [70]. The application of each algorithm to every problem is repeated 30 times.

The search is terminated in two cases: 1. if the maximum number of function calls is reached, or 2. when the difference
between the fitness found by the algorithm and the global optimum is lower than 10�6. In this study if the difference
between the performance of two algorithms for particular problem achieved within time budget is lower than 10�4, they
are considered to perform equally well – for the research aiming at verification of the performance of different kinds of
algorithms for various time budgets the reader is referred to [58].
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