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a b s t r a c t

This paper presents a new multiobjective evolutionary algorithm applied to a radial basis 
function (RBF) network design based on mult iobjective particle swarm optimization aug- 
mented with local search features. The algorithm is named the memetic multiobjective 
particle swarm optimization RBF network (MPSON) because it integrates the accuracy 
and structure of an RBF network. The proposed algorithm is impleme nted on two-clas s
and multiclass pattern classification problems with one complex real problem. The exper- 
imental results indicate that the proposed algorithm is viable, and provides an effe ctive 
means to design multiobjective RBF networks with good generalization capability and 
compact network structure. The accuracy and complexity of the network obtained by
the proposed algorithm are comp ared with the memetic non-dominated sorting genetic 
algorithm based RBF netwo rk (MGAN) through statistical tests. This study shows that 
MPSON generates RBF networks coming with an appropriate balance between accuracy 
and simplicity, outperforming the other algorithms considered.

� 2013 Elsevier Inc. All rights reserved.

1. Introduction 

Artificial neural networks (ANNs) represent an information-pr ocessing paradigm that is inspired by the way biological 
nervous systems process information. ANNs [8] have been an object of interest in statistics and computer science. They 
found applicati ons in classification and pattern recogniti on problems . Radial basis function (RBF) networks are typical ANNs,
and they were introduce d into neural network literature by Broomhead and Lowe [9] as a means to observe local responses 
in biological neurons. RBF networks have a number of advantages over other types of ANNs, and these include better approx- 
imation capabilities, simpler network structures and faster learning algorithms. Fundamental ly, there are many important 
aspects that influence the quality of an RBF network such as its structure and generalizati on capability. However , the con- 
struction of a quality RBF network to reduce generaliz ation error can be a time-con suming process as the modeler must se- 
lect both a suitable set of inputs – the inputs are given in the problem and a suitable RBF network structure .
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Because some of the traditional algorithms such as back-propagat ion (BP) still suffer from slow convergence and long 
training time [2,3,10], there is a clear need to develop sophisticated solutions to improve learning characterist ics. In addition,
BP and its variants are based on gradient-des cent convergence algorithms and can easily become stuck at a local minimum 
[2]. The key problem with BP and other traditional learning algorithms is the choice of a correct architecture (i.e., number of
hidden nodes). Hence, evolutionary algorithms (EAs) are used to train ANNs (that use a single error function) to solve the 
above problems . An EA still has a number of paramete rs to tune, similar to tuning BP algorithm parameters. The advantage 
of using EAs instead of BP is not in reducing the number of parameters to tune. A major advantage of using an EA is its ability 
to escape from local minimum, its robustness and its ability to adapt itself to a changing environment. Selecting the structure 
of ANNs is a difficult issue. The major disadvantage of using EAs in ANN applicati ons is high computational cost. Therefore,
hybrid algorithms are used to speed up the converge nce by augmenting EAs with a local search feature such as BP (also
known as a memetic approach ). The literature on use of EAs in ANNs does not emphasize the trade-off between the structure 
and the generalizati on ability of an EA network. A network with more hidden nodes may learn a training set more quickly,
but it may not generalize well on a testing set. This trade-off is a well-known problem in the multiobjective optimization 
problem (MOP) where a trade-off exists between the structure of the network and generalizati on error. Multiobjective tech- 
niques offer the potential advantage of helping a learning algorithm to escape a local minimum , therefore improving the 
accuracy of the learning model [3,53].

There are numerous studies in the literature that addressing the problem of ANN training and structure optimization,
with majority focusing on feed-forwar d models. A general framework for using EAs to evolve ANNs was provided in [61].
Other authors have used single-obj ective EAs to evolve sets of networks of different sizes in the same population. Currently,
Pareto-based multiobject ive algorithms have been proposed as more promising algorithms to train and optimize the size of a
neural network. For example, multiobject ive approaches may force the search process to find a set of optimal solutions in- 
stead of a single one. Furthermore, a Pareto-based approach may be preferred to a linear weight aggregat ion procedure since 
the weight aggregation algorithm may entail some undesirable characteristics when combining different error measures 
such as those mentioned in [26]. Considering the set of Pareto-based multiobject ive procedures [16,19], population-bas ed
multi-objecti ve algorithms might be preferred since these may speed up the search and optimization process [22].

Pareto-based multiobject ive algorithms have been adopted to evolve the training and structure of neural networks simul- 
taneously. For example, multiobjective algorithms have been used to co-evolve ensembles to build feed-forwar d networks 
[27,28]. Liu and kadirkaman athan studied the benefits of multiobject ive optimizati on for identifying nonlinear systems 
while optimizing the size of neural networks [49]. Locerda et al. [46] have provided one of the first approximation s for opti- 
mizing the size and parameters of RBF networks. In addition, González et al. [30] used multiobject ive optimization to find the 
best RBF, number of hidden units, centers, and widths of RBF networks. Abbass and Sarker [5] have proposed multiobject ive 
algorithm that includes differential evolution to find the optimal number of hidden units and to train the network as a sin- 
gle-layer perceptron. Multiobj ective Pareto ANN (MPANN), a multiobject ive algorithm that combines Pareto-based multiob- 
jective algorithms with a local search, was proposed in [1] to optimize the number of hidden nodes and to train ANNs. In
addition, Abbass [2] applied MPANN to diagnose breast cancer with promising results. Abbass [3] also studied the benefits
of hybridizing Pareto differential evolution with the BP training algorithm to speed up slow convergence and long training 
time. MPANN was considered in [4] with ANN ensembles to improve network learning performanc e using different formu- 
lations for multiobject ive optimization. Other studies have focused on the problem of multiobject ive optimization of ANNs to
regularize a network’s complexity [36]. In this case, the number of network connections is minimized to optimize the net- 
work structure . Jin and Sendhoff [37] included a local search in the evolutionary process to improve the generalizati on capa- 
bilities of the networks and their interpretabil ity, described in [32,39], respectively. Although, many studies offer 
competitive solutions to simplify feed-forward ANNs, this is not the case for an RBF network, where hybrid learning in- 
creases the complexity of the network.

Current work provides training in RBF networks based on multiobject ive evolutionary algorithms (MOEAs). Kokshenev 
and Braga [43] proposed a determini stic global solution to a multiobject ive problem of supervised learning applied to an
RBF network using nonlinear programmin g. A multiobject ive optimizati on algorithm [42] has been applied to the problem 
of inductive supervised learning based on smoothness of apparent complexity measures for RBF networks . However, the 
computational complexity of their algorithm is high in comparison with other state-of-the-ar t machine learning algorithms.
A multiobject ive genetic algorithm based design procedure for the RBF network has been proposed in [62]. In addition, a
hierarchical rank density genetic algorithm (HRDGA) has been developed to evolve both the neural network’s topology 
and its parameters simultaneou sly. An RBF network ensemble [44] has been constructed from a Pareto-optima l set obtained 
by multiobjective evolutionary computation. A Pareto-optima l set of RBF networks was based on three criteria: model com- 
plexity, representat ion ability and model smoothness . An EA, RBF-Gene, was applied to optimize RBF networks [47]. Unlike 
other works, this algorithm can evolve both the structure and the numerical parameters of the network. In fact, it can evolve 
a number of neurons and their weights.

González et al. [31] presente d RBF network optimization from training examples as a multiobjective problem and pro- 
posed an EA to solve it. This algorithm incorporate s mutation operator s to guide the search towards good solutions. An algo- 
rithm of obtaining a Pareto-op timal RBF network set based on MOEAs has been proposed in [45]. On the other hand, Ferreira 
et al. [25] proposed a multiobject ive genetic algorithm for use with RBF network models of humidity and temperature in a
greenhouse . Two combinations of performance and complexity criteria were used to steer the selection of model structure s,
resulting in distinct sets of solutions. Qasem and Shamsuddin [50] proposed time variant particle swarm optimization 
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