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a b s t r a c t

Handling occlusion has been a challenging task in object tracking. In this paper, we propose
a multiple object tracking method in the presence of partial occlusion using salient feature
points. We first extract the prominent feature points from each target object, and then use
a particle filter-based approach to track the feature points in image sequences based on
various attributes such as location, velocity and other descriptors. We then detect and
revise the feature points that have been tracked incorrectly. The main idea is that, even
if some feature points are not successfully tracked due to occlusion or poor imaging con-
dition, the other correctly tracked features can collectively perform the corrections on their
behalf. Finally, we track the objects using the correctly tracked feature points through a
Hough-like approach, and the object bounding boxes are updated using the relative loca-
tions of these feature points. Experimental results demonstrate that our method is profi-
cient in providing accurate human tracking as well as appropriate occlusion handling,
compared to the existing methods.

� 2014 Elsevier Inc. All rights reserved.

1. Introduction

Visual object tracking has drawn increasing attention in recent years since it has been an important and complicated task
in the field of computer vision. It has a wide range of application areas including automatic object detection, object surveil-
lance, activity analysis, and human computer interaction [2,4,19,32]. For example, automated surveillance systems play
important roles in monitoring factories, schools, traffic, hospitals, banks, and other facilities, in which the system often
includes object detection, tracking, and event analysis according to diverse requirements. Object tracking in a scene is
broadly categorized as either single or multiple object tracking. Tracking a single object or some isolated objects is compar-
atively simpler than tracking multiple objects in the presence of occlusion and/or poor background conditions. On the other
hand, various multi-view as well as single view approaches have been proposed to handle the tracking of occluded targets.
The multi-view approaches [8,13,17,38] use information from more than one camera to decrease hidden regions in order to
recover 3D space information. However, such a setup for capturing videos of the same scene by multiple cameras may not
always be possible in practice. The currently available single view approaches can handle isolated objects effectively, while
the tracking of multiple objects is severely hampered and may often fail, in the presence of occlusion, especially inter-object
occlusion. If a change occurs in the subject’s appearance, such as a change of object shape due to slight rotation, most
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algorithms may fail to track correctly. We address multiple object tracking in the presence of occlusion using the single view
approach.

Occlusion has been regarded as one of the main challenging tasks in visual object tracking since it leads to severe deg-
radation of tracking accuracy. In video streams, at times some parts of objects may not be visible due to occlusion. A human
can recognize an object even though it is partially occluded. If the object is partially visible, the human brain can reconstruct
the entire object using the inference based on the visible portion of the object and the knowledge of the object’s general
structure. For example, the full body of a human is visible in Fig. 1(a), while only a portion of the body is visible in
Fig. 1(b) due to the obstacle. Despite the obstacle, a human can predict the size and shape of the object by assessing the pos-
ture of the visible parts. In the presence of occlusion, the sophisticated techniques may be needed to implement the tracking
system that analogizes the object recognition mechanism of a human. Many existing tracking methods show reliable track-
ing for multiple moving objects when the objects are clearly separated from each other and their colors are distinct from
those of the background. However, these tracking methods may otherwise fail and an object’s tracker may switch to another
moving object or to a location somewhere in the background. The aim of this study is find a way to handle such a problem.
We focus on tracking multiple moving objects in image sequences when parts of the objects are occluded due to background
objects or other target objects. In our approach, a strategy similar to the aforementioned object-reconstruction mechanism of
a human is used to handle occlusion.

In this paper, we propose a salient feature point (SFP)-based method to track multiple objects with partial occlusion
handling. The proposed tracking algorithm is based on the particle filtering approximation of different feature points of
the target objects. Even if some feature points are not successfully tracked due to occlusion, overlap or changes in imaging
conditions, the other correctly tracked features can collectively perform the correction for them. The overall structure of the
proposed method is shown in Fig. 2. It is composed of three steps: (1) feature descriptor construction for SFPs, (2) object
tracking through the prediction of SFPs’ locations, and (3) feature descriptor update for SFPs.

To construct a feature descriptor in Step 1, we first represent each target object by a rectangular bounding box in a video.
Then, multiple SFPs are extracted for each target object using a corner detection algorithm, and the histogram of oriented
gradient (HOG) descriptor for each SFP is generated. To track objects in the consecutive frames in Step 2, a particle filter-
based approach is employed to track the SFPs of each object by predicting their subsequent locations. We use the relative
location of each SFP to obtain information about the object’s shape. The relative locations can also help to determine if an
SFP is correctly tracked. We then identify the incorrectly tracked SFPs through outlier analysis and find the bounding box
using correctly tracked SFPs. In Step 3, we revise the locations of the incorrectly tracked SFPs based on their previous relative
locations, and update the descriptors of the correctly tracked SFPs. Steps 2 and 3 are repeated while subsequent frames
remain, and the proposed approach is thus able to successfully track multiple objects in a scene.

The main contributions of the proposed method can be summarized as follows. (1) We present an effective method that
addresses one of the main challenging tasks in multiple moving object tracking; that is, tracking in the presence of partial

Fig. 1. Human inference in reconstructing an object in the presence of occlusion: (a) fully visible and (b) partially visible. This example shows that a human
can predict a full object (shown using bounding rectangles), even though some portions of the object are not visible.
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