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a b s t r a c t

Entity aliases commonly exist. Accurately detecting these aliases plays a vital role in var-
ious applications. In particular, it is critical to detect the aliases that are intentionally hid-
den from the real identities, such as those of terrorists and frauds. Most existing work does
not pay close attention to the aliases that have low/no string similarity to the given enti-
ties. In this paper, we propose a classifier that is based on active learning for detecting this
type of aliasing. To minimize the cost of pair-wise comparison, a subset-based method is
designed to restrict the selection within entity subsets. An active learning classifier is then
employed in each entity subset to find the probability of whether a candidate is the alias of
a given entity within the subset. After all of the results from the classifier are integrated, a
list of aliases is returned for each given entity. For evaluation, we implemented four state-
of-the-art methods and compared them with our proposed approach on three datasets. The
results clearly demonstrate that this new active learning classifier is superior to those
existing methods.

� 2013 Elsevier Inc. All rights reserved.

1. Introduction

Solving the problem of entity alias detection [20,22] is important for a large number of applications. Typically, there are
two types of aliases: one type of alias can be roughly detected through string similarity, for example, ‘‘John Smith’’ and ‘‘J.M.
Smith’’; the second type of alias, such as nicknames, fraud, and terrorist aliases, has a low string similarity, and certain num-
ber of these aliases are intentionally hidden from their real identities. It is obvious that a pure string similarity search could
fail to handle semantically identical entities. For example, ‘‘Wisconsin state’’ has the nickname ‘‘dairy state’’, and ‘‘Abu Abdal-
lah’’ was used as an alias of ‘‘Osama bin Laden’’. It is appropriate to call this type of alias a semantic entity alias. Detecting
semantic entity aliases is very useful in the real world, and the aim of this paper is to detect such semantic entity aliases.

Researchers have investigated this issue with respect to various domains, including people alias extraction [5,14], fraud
detection [6,23], medical alias extraction [10,18], and terrorist recognition [16,22]. Their solutions focus on a special domain
(e.g., peoples’ names, terrorism or fraud detection) but fail to correctly obtain the true aliases under a broad range of circum-
stances. Compared to detecting an entity alias with string similarity, it is more challenging to discover a semantic entity alias.
First, there is no or quite low string similarity between a given entity and its semantic aliases. In particular, certain types of
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entities (e.g., terrorists or frauds) are intentionally hidden from their real identities; hence, the commonly used rules (e.g.,
‘‘aka’’, ‘‘as well known as’’, and ‘‘also called’’) [5] do not work. Second, with the increasingly growing volume of information
and data, the number of an entity’s aliases is rather small compared to billions of strings/entities. Consequently, it is difficult
to accurately detect the true aliases for a concerned entity.

To achieve this goal, we decided to employ a supervised method that is based on active learning to solve this problem.
Then, the following two issues arise: first, because there is low/no string similarity, it is expensive to choose potential alias
candidates for each given entity from a large-scale document corpus; second, classification features and training samples
play important roles in the supervised learning methods [19]. To address these two issues, we propose a probabilistic clas-
sification method that is based on active learning. Initially, to reduce the cost of pair-wise comparisons for selected alias can-
didates, a subset-based method is introduced to divide the extracted entities into subsets. Next, three informative features
are employed to train a probabilistic classifier. In particular, the strategy of active learning is used to choose high-quality
training samples. Finally, the classifier assigns a probability to each pair of a concerned entity and its corresponding ex-
tracted entity (alias candidate) in the same subset.

The contributions of this study include:

� Proposing a subset-based method to decrease the cost of pair-wise comparisons and to improve the overall precision of
alias detection.
� Designing a classifier that is based on active learning, for which the training samples are selected for high-quality

classification.
� Conducting extensive experiments on three types of datasets.

It is noteworthy that a preliminary version of this paper was published as a poster [17]. We have since then made sig-
nificant enhancements to this paper, as follows:

� Explaining the proposed method in more detail, with additional background knowledge.
� Enhancing the proposed method by adding graph-based features and user-selected samples during the training.
� Adding state-of-the-art indexing measures to make a better evaluation of the proposed method.
� Presenting more experiments and related analyses.

The remainder of this paper is organized as follows. After Section 2 introduces the related work, Section 3 formulates the
problem and describes the overall framework. We then present the proposed methods in Section 4 and show the experiment
results in Section 5. Conclusions and future work are summarized in Section 6.

2. Related work

The problem of entity alias detection has a close connection with the data matching problem [8], including deduplication
[12,24], record linkage [3] and entity resolution [4]. Here, deduplication is the process of removing duplicate records, i.e.,
records that refer to the same entity, in one data set; record linkage is the process of finding related records and creating
a linkage between them [7]; and entity resolution is the process of finding duplicate records and merging them. There
has also been some work that addresses the data-matching issue by using active learning [1,24,28]. Most of these studies
are aimed at resolving the entities and have string matching as the initial stage. There are two major strategies, namely
grouping and indexing, to reduce the cost of performing pair-wise comparisons [9,13,15]. The former strategy is often
adopted in database-based applications, where each entity has various attributes, and the entities are grouped according
to the similarity between the attribute values. The latter strategy depends on string similarity, which does not work for
semantic alias detection. In this paper, we propose a new subset-based method for effectively reducing the scope of the
pair-wise comparisons for each concerned entity, thus making the subsequent processing more efficient.

While many existing studies have focused on detecting the general aliases, such as a person’s name, an organizational
name, and a place name [5,10,11,14], several other studies have paid close attention to detecting deceptive and unknown
identities, including falsified identifiers created by frauds [6,23] and terrorists [16,22]. The aim of [5] was to extract person
aliases in the Web; this approach constituted three steps, namely pattern extraction, model training, and candidate extrac-
tion. The authors employed a few string patterns, such as ‘‘aka’’ and ‘‘better known as’’, and evaluated the method on per-
son’s names and location names. Because they focused on the prominent entity aliases, the common rules (e.g., ‘‘aka’’, ‘‘well
known as’’, and ‘‘also called’’) were effective. The authors of [23] employed point-wise mutual information (PMI) to measure
the importance of various features and, then, used the cosine measure to compute the similarity between each given entity
and its alias candidates. Additionally, researchers [11] attempted to detect entity aliases by learning a set of rules and using
the tree augmented naive Bayesian networks (TAN) to calculate the probability for a pair of entity and alias candidates. The
study in [14] constructed a social network S from collections of email addresses and identified all of the aliases for a given
email address that also appears in S. One of the disadvantages of this method is its specificity on an email alias instead of a
general setting. The authors of [16] used a training model to predict terrorist and spammer aliases. The authors of [22] pro-
posed a two-stage latent semantic analysis (LSA) for terrorist detection. It is noteworthy that this study used only the test
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