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a b s t r a c t

This paper introduces a novel distance measure for clustering high dimensional data based
on the hitting time of two Minimal Spanning Trees (MST) grown sequentially from a pair of
points by Prim’s algorithm. When the proposed measure is used in conjunction with spec-
tral clustering, we obtain a powerful clustering algorithm that is able to separate neighbor-
ing non-convex shaped clusters and to account for local as well as global geometric
features of the data set. Remarkably, the new distance measure is a true metric even if
the Prim algorithm uses a non-metric dissimilarity measure to compute the edges of the
MST. This metric property brings added flexibility to the proposed method. In particular,
the method is applied to clustering non Euclidean quantities, such as probability distribu-
tions or spectra, using the Kullback–Leibler divergence as a base measure. We reduce com-
putational complexity by applying consensus clustering to a small ensemble of dual rooted
MSTs. We show that the resultant consensus spectral clustering with dual rooted MST is
competitive with other clustering methods, both in terms of clustering performance and
computational complexity. We illustrate the proposed clustering algorithm on public
domain benchmark data for which the ground truth is known, on one hand, and on real-
world astrophysical data on the other hand.

� 2013 Elsevier Inc. All rights reserved.

1. Introduction

The process of clustering partitions a set of data into non-overlapping subsets. The partitions are determined such that
patterns belonging to the same cluster share more similarity with each other than with patterns belonging to different clus-
ters [30]. Such problems have been investigated in many fields of research including: data mining [6], pattern recognition
[46], image segmentation [50], computer vision [41] and bio-informatics [52]. There are a wide range of clustering methods
available, e.g., hierarchical clustering, spectral clustering, graph partitioning algorithms and k-means [26,31,25,46]. In this
paper we introduce a new clustering method that uses dual rooted trees combined with consensus methods. The approach
is closely related to level-set methods [44] and entropy minimization [27]. However, dual rooted trees have advantageous
mathematical properties and their performance is competitive with the state-of-the art.

Dissimilarity measures between data points play a crucial role in designing clustering algorithms. These measures deter-
mine how the clustering algorithm differentiates pairs of points within the same cluster (high similarity) from pairs of points
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in different clusters (low similarity). In many cases using Euclidean metric to measure dissimilarities between data points is
insufficient. This has motivated spectral diffusion methods of clustering [42,37,34,51]. The original spectral method used a
Gaussian kernel on a Euclidean metric to construct a more discriminating dissimilarity measure [37]. In [34], the Gaussian
kernel was interpreted as a heat diffusion kernel which induces a random walk on the graph with nodes consisting of data
points, yielding a measure of dissimilarity. In [39] a ‘‘commute time’’ dissimilarity measure is introduced, and is closely re-
lated to diffusion distance. In both of these approaches the diffusion and commute time dissimilarity measures are used for
embedding data points into a new system of coordinates defined by the eigenvectors of the heat kernelized affinity matrix.
The final clustering step is achieved by using k-means on the embedded data.

The dual rooted minimal spanning tree (MST) clustering approach proposed in this paper is different. Starting from a base
dissimilarity measure between data points, it constructs MSTs rooted at different points in the dataset. It then defines the
dissimilarity between pairs of points as the time it takes before collision of the two MSTs as they are grown from each root
using Prim’s algorithm [38]. This time is called the dual rooted tree hitting time, and it is a non-Euclidean dissimilarity mea-
sure that describes global as well as local geometrical properties of the data set, as explained in details in Section 2.2. In par-
ticular, this hitting time can be used as a measure of dissimilarity between the two roots and it is influenced by the distance
between the roots in addition to the dissimilarity of their local neighborhoods. The matrix of pairwise dissimilarities can
then be transformed into an affinity matrix by applying the standard heat kernel approach used in spectral clustering. This
principal role of the local neighborhoods of each pair of points is one of the main differences between the dual rooted MST
approach and the diffusion kernel and commute time methods.

The starting point for this paper is the simple algorithm described above, called the Symmetric Dual Rooted Prim Tree

(SDRPT) algorithm, introduced by two of the authors of this paper [24]. It computes the hitting time for all N
2

� �
pairs of

points, the two rooted MSTs are grown in parallel simultaneously from each root, and it results in a pair of rooted MSTs that
have the same number of edges at the hitting time. Building on the SDRPT concept we then define a modified algorithm,
called the Dual Rooted Prim Tree (DRPT), that results in a pair of MSTs having different numbers of edges at the hitting time.
Specifically, it selects a randomly chosen subset of pair of roots and grows MSTs sequentially and asymmetrically: at each
stage of the Prim’s algorithm, among the two new edges proposed for each MST only the rooted MST with the smallest edge
is grown. Moreover, instead of using the ‘‘hitting time’’ as a dissimilarity measure, the length of the last constructed edge is
used. This latter edge is a clique separator: its removal from the final graph disconnects the two rooted trees. The DRPT and
the SDRPT have substantially different properties. In particular, the dissimilarity measure produced by the DRPT is a true
metric regardless of the base dissimilarity measure used to define edge lengths for the Prim MST constructions.

Since the computation of the DRPT for all N
2

� �
pair of vertices is necessary to construct a complete dissimilarity matrix, it

may have a prohibitive computational cost. To address this point, we propose to create a consensus affinity matrix [33] based

on the clusters produced by a subset of M � N
2

� �
DRPT rooted at random pairs of points. As in the SDRPT of [24], or for

consensus matrices in [53] spectral clustering to this matrix can then be used. Consensus clustering is a method for merging
results from different algorithms, or from different clustering realizations associated with different initial conditions. This
concept finds its origin in multi-classifier and multi-learner systems (see [23,33] for a brief history). The main idea is to
empirically estimate performance by data partitioning, to create a set of clustering realizations that can be compared and
combined [9,43,16]. The methods of cross-validation, bagging and boosting classifiers [10,18] are examples. We apply con-
sensus clustering to dual rooted MSTs by applying it to the random selection of pairs of roots. As the proposed method accu-
mulates evidence for clustering from each of the DRPTs, we refer to it as ‘‘Evidence Accumulating Clustering with Dual rooted
Prim tree Cuts’’ (EAC-DC).

The EAC-DC approach has several features that we summarize here. First, the DRPT dissimilarity measure captures the
dissimilarity of the MST neighborhoods of each pair of points. Second, since only a smaller random subset of pairs are used
in the DRPT, it benefits from lower computational complexity than SDRPT with spectral clustering. We show by simulation
and experiment that the EAC-DC outperforms state-of-the-art clustering methods on benchmark data sets. Third, as proven
in the sequel, regardless of the base dissimilarity measure adopted to build the MST, the DRPT produces a dissimilarity mea-
sure which is a metric and this property can translate into improved performance relative to the SDRPT with spectral clus-
tering. To illustrate this property, the DRPT is implemented on the symmetrized KL divergences between pairs of infrared
star spectra to cluster stars in an astrophysical dataset.

The outline of the paper is as follows. Section 2 provides a brief introduction to minimal spanning trees and Prim’s algo-
rithm for general dissimilarity measures. In Section 2.2 dual rooted MST are discussed, the DRPT is proposed and its prop-
erties are discussed. Consensus clustering is applied to the DRPT dissimilarity measure in Section 3. Implementation and
computational issues are also discussed in this section. Finally, after a brief review of clustering performance measures,
an extensive comparative study is presented for both simulated and real datasets from the UCI repository of machine learn-
ing [2] and an astrophysical dataset for star classification.
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