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a b s t r a c t

Pattern recognition is a collection of computer techniques to classify various observations
into different clusters of similar attributes in either supervised or unsupervised manner.
Application of fuzzy logic to unsupervised classification or clustering methods has resulted
in many wildly used techniques such as fuzzy c-means (FCM) method. However, when the
observations are too noisy, the performance of such methods might be reduced. Thus, in
this paper, a new fuzzy clustering method based on FCM is presented and the relative
entropy is added to its objective function as a regularization function to maximize the dis-
similarity between clusters. Several examples are provided to examine the performance of
the proposed clustering method. The obtained results show that the proposed method has
a very good ability in detecting noises and assignment of suitable membership degrees to
the observations.

� 2013 Elsevier Inc. All rights reserved.

1. Introduction

The main task of pattern recognition is to impose identity on observations such as attributes of an object, symptoms of
patients, speech, or images. In other words, pattern recognition is a collection of computer techniques that aims at finding
regularities in observations. This technique contains two different approaches, supervised classification and unsupervised
classification or clustering. Supervised classification methods use the pre-labeled observations to learn the existing regular-
ities, while unsupervised methods or clustering methods try to find the natural grouping exists in observations. This is done
in such a way that objects belonging to the same cluster are as similar as possible and objects belonging to different clusters
are as dissimilar as possible; that is, finding c groups in N observations based on similarity. In fact, an ideal cluster is defined
as a set of compact and isolated observations. In reality, however, a cluster is a subjective entity that is in the eye of the be-
holder and whose significance and interpretation requires domain knowledge. While humans are excellent in finding clus-
ters in two and possibly in three dimensions, an automated algorithm is needed for high-dimensional observations. This
challenge along with the unknown number of clusters for the given data set has resulted in thousands of clustering algo-
rithms [23]. K-means, Gaussian mixture models, density-based spatial clustering of applications with noise (DBSCAN) and
Canopy are examples of these algorithms.

Fuzzy logic was introduced by Zadeh to handle uncertainties and imprecision in real world problems. In fact, fuzzy logic
may be viewed as an attempt to formalize/mechanize two human capabilities: the capability to reason and make rational
decisions in an environment of imprecision; and the capability to perform wide variety of physical and mental tasks without
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any measurements and any computations [59]. By applying fuzzy logic to clustering methods, observations could belong to
more than just one cluster. This combination would give more flexibility to handle the uncertainties in real world observa-
tions and has resulted in many fuzzy clustering methods including fuzzy c-means (FCM) [3], fuzzy c-regression model
(FCRM) [17], possibilistic c-means (PCM) [30], possibilistic fuzzy c-means (PFCM) [46], cluster repulsion [55], fuzzy c-spher-
ical shells (FCSS) [31], maximum entropy clustering [26,56], and knowledge based clustering [47,48]. These fuzzy clustering
methods and many other methods have been applied in various areas including system evaluation [50,53,19], decision-mak-
ing [27,39], financial forecasting [34,52,10,5], time series [24,35,12,1], image processing [45,44,13,14,54,18], speech recog-
nition [28,32], etc.

Among all fuzzy clustering methods, FCM is the most wildly used method in which the degree of belonging of jth obser-
vation to ith cluster or its membership degree, uij, is obtained by inversion of relative distance to cluster centers, vi i = 1, 2, . . .,
c. That is:

uij ¼
Xc

k¼1

kxj � v ik2
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where xj is the jth observation, m is the degree of fuzziness or weighting coefficient, c is the total number of clusters, N is the
number of observations and k.k2 is the distance between observations and cluster centers.

This definition for membership degree may cause some serious problems in the case of having noisy observations. That is,
FCM is a kind of partitioning algorithm that divides the observations into c partitions regardless of being noise or not. How-
ever, it is more natural for noise points to have very low membership degree in all clusters [11]. Possibilistic c-means clus-
tering (PCM) [30] is formulated in such a way to overcome this problem. In this method, the degree of belonging is defined
as:

uij ¼ 1þ kxj � v ik2

gi
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where gi is a suitable positive number that determines the distance at which the membership value of a point in a cluster
becomes 0.5 and other parameters have the same definition as before [30].

Clearly, in this method, the clusters have no interactions and they can be located very close to each other or even coincide.
This leads to solutions in which one actual cluster in a data set is represented by two coincident clusters [11]. Moreover, the
clusters do not have lots of mobility and reasonably good initialization is required for the algorithm to converge to the global
minimum [30]. There are many other approaches in literature of fuzzy clustering that try to relieve the weakness of FCM by
adding a regularizing function to FCM’s objective function. Quadratic function [43], Pham’s robust FCM [49], and entropy
[56,38,58,6] are some of well-known regularizing functions.

Relative entropy is the general case of entropy that measures the distance between two distributions. This function has
been applied in FCM as regularization function by many researchers including Ichihashi et al. [21], Ichihashi et al. [22] and
Miyagishi et al. [41]. In these clustering methods, however, the degree of fuzziness, m is not considered, so, they reduce to
hard c-means clustering algorithms [20]. To overcome this weakness, we add the relative entropy to FCM’s objective function
by considering the degree of fuzziness, m. The proposed clustering method, relative entropy fuzzy c-means (REFCM), is then
examined using several experiments and the obtained results are compared with five well-known clustering methods, FCM
[3], PCM [30] Noise clustering (NC) [9], regularized FCM [36] and regularized FCM [51].

The rest of this paper is organized as follows: Section 2 explains the fuzzy entropy clustering methods and addresses the
concepts of relative entropy shortly. Section 3 is dedicated to the proposed relative entropy fuzzy c-means clustering meth-
od. The computational complexity and the performance of the proposed method are discussed in Section 4. Finally, conclu-
sions are presented in Section 5.

2. Fuzzy entropy clustering

One of the most important aspects of real world phenomena is uncertainty and imprecision, which could be measured by
entropy. In fact, entropy is the minimum descriptive complexity of a random variable [8]. Assume x as a discrete random
variable with probability mass function p(x). The entropy of x, H[x], is defined as:

H½x� ¼ �
X

x

pðxÞ log pðxÞ ð3Þ

As H[x] is strictly convex function [8,42], it could be considered as regularizing function to FCM’s objective function, which is
investigated by many researchers [56,38,58,25,51,36,37]. The first formulation of this idea can be found in Li and Mukaidono
[36], in which the objective function is defined as:

min JðU;V ; cÞ ¼
Xc

i¼1

XN

j¼1

uijd
2
ij þ a

Xc

i¼1

XN

j¼1

uij log uij a > 0 ð4Þ
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