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1. Introduction

Text classification has been one of the key tools to automatically handle and organize text information for decades. In
recent years, with more and more subjective information appearing on the internet, sentiment classification [21,29], as a
special case of text classification for subjective texts, is becoming a hotspot in many research fields, including natural lan-
guage processing (NLP), data mining (DM) and information retrieval (IR).

The dominant techniques in sentiment classification generally follow traditional topical text classification approaches,
where a document is regarded as a bag of words (BOW), mapped into a feature vector, and then classified by machine learning
techniques such as naive Bayes (NB) [19], maximum entropy (ME) [27], or support vector machines (SVM) [14]. The effective-
ness of machine learning techniques when applied to sentiment classification tasks is evaluated in the pioneering research by
Pang et al. [30]. The experimental results on the movie-review dataset produced via NB, ME, and SVM are substantially better
than those results obtained through human generated baselines. But their performance is not as remarkable as when they are
used in topical text classification. The main reason may be that traditional BOW does not capture word order information,
syntactic structures and semantic relationships between words, which are essential attributes for sentiment analysis. There-
fore, various kinds of feature sets, such as part-of-speech (POS) based features [12], higher-order n-grams [5,15,30], word
pairs and dependency relations [5,10,15,36], have been exploited to improve sentiment classification performance.

Previous work, however, mostly focuses on joint features while ignoring an efficient integration of different types of fea-
tures to enhance the sentiment classification performance. On one hand, among different classification algorithms, which
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one performs consistently better than the others remains a matter of some debate. On the other hand, different types of fea-
tures have distinct distributions, and therefore would probably vary in performance between different machine learning
algorithms. For example, it is reported in [30] that on the movie dataset, SVM performs the best, ME maintains an average,
and NB tends to do the worst on unigram features; while the outcome is the reversed for bigrams. This is possibly due to the
relevance between bigrams being lower than between unigrams. Moreover, the performance of classification algorithms is
also domain-dependent. For instance, subsequent literature [4] shows that, using the same unigram features, NB performs
better than SVM on datasets other than movie reviews.

We therefore intuitively seek to integrate different types of features and classification algorithms in an efficient way in
order to overcome their individual drawbacks and benefit from each other’s merits, and finally enhance the sentiment clas-
sification performance.

The ensemble technique, which combines the outputs of several base classification models to form an integrated output,
has become an effective classification method for many domains [13,17]. In topical text classification, several researchers
have achieved improvements in classification accuracy via the ensemble technique. In the early work [18], a combination
of different classification algorithms (k-NN, Relevance feedback and Bayesian classifier) produces better results than any sin-
gle type of classifier. Literature [6] makes a comparison of several ensemble methods for text categorization, which inves-
tigates six homogeneous ensemble methods (k-fold partitioning, bagging, boost, biased k-partitioning, biased k-fold
partition, and biased clustering). In the field of sentiment classification, however, related works are very rare and no exten-
sive evaluation has been carried out. Literature [38] proposes four ensemble algorithms (bagging, boosting, random sub-
space, and bagging random subspaces) using SVM as the base classifier and reports that ensemble of random subspaces
can increase classification accuracy and the bagging subspaces model has the highest accuracies. In [20], different classifiers
are generated through training with different sets of features, then component classifiers are selected and combined using
several fixed combination rules. Experimental results show that all of the combination approaches can outperform individ-
ual classifiers and the sum rule achieves the best performance.

In this paper, we aim to make an intensive study of the effectiveness of ensemble techniques for sentiment classification
tasks. Rather than an ensemble of different data re-sampling methods (e.g. bagging and boosting), we focus on ensemble of
feature sets and classification algorithms. We design two schemes of feature sets that are particular to sentiment analysis:
one is part-of-speech (POS) based and the other is word-relation (WR) based. For each scheme, we utilize NB, ME, and SVM as
the base-classifiers to predict classification scores. In the ensemble stage, we apply three types of ensemble method (fixed
combination, weighted combination, and meta-classifier combination) with three ensemble strategies (ensemble of feature
sets, ensemble of classification algorithms, and ensemble of both feature sets and classification algorithms). A wide range of
comparative experiments are conducted on five datasets widely used in sentiment classification. We seek answers based on
empirical evidence to the following questions:

(1) What are the strengths and weaknesses of existing feature sets and classification algorithms when applied to the task
of sentiment classification?

(2) Can the performance of a sentiment classification system benefit from the ensemble technique? To what extent can
each of the three ensemble strategies improve the system performance?

(3) Among various combination methods, which one can be selected as the winner across all settings and datasets? Are
there any guidelines to help choose the best from these methods?

The remainder of this paper is organized as follows. Sections 2 and 3 review traditional sentiment feature engineering and
classification algorithms, respectively. In Section 4, we describe two schemes of feature sets and present the ensemble
framework for sentiment classification. Experimental results are presented and analyzed in Section 5. In Section 6, we make
in-depth discussion and answer the above three questions. Section 7 draws conclusions and outlines directions for future
work.

2. Feature engineering

The text representation method dominating the literature is known as the BOW framework. In this framework, a docu-
ment is considered as a bag of words and represented by a feature vector containing all the words appearing in the corpus.
Although BOW is simple and quite efficient in text classification, a great deal of the information from the original document
is discarded, word order is disrupted, and syntactic structures are broken. Therefore, sophisticated feature extraction meth-
ods with a deeper understanding of the documents are required for sentiment classification tasks. Instead of using a bag of
words (unigrams), alternative ways to represent text, including POS based features, higher-order n-grams, and word depen-
dency relations are presented in the literature.

2.1. Part-of-speech information

POS information is supposed to be a significant indicator of sentiment expression. The work on subjectivity detection [12]
reveals a high correlation between the presence of adjectives and sentence subjectivity, yet this should not be taken to mean
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