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Abstract

This paper studies random weighting estimation of shape and scale parameters in generalized Gaussian distribution
(GGD). An expression is established to describe the relationship between moments and parameters. The strong conver-
gence for random weighting estimation of GGD parameters is also rigorously proved. Computational simulations and
practical experiments are presented to demonstrate the efficacy for random weighting estimation of GGD parameters.
� 2007 Elsevier Inc. All rights reserved.
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1. Introduction

Random weighting is an emerging computing method in statistics [7]. It has received considerable attention
in the recent years, and has been widely studied for different problems [1–6]. However, there is little research to
investigate random weighting estimation of parameters in generalized Gaussian distribution (GGD) (see
Appendix A.1) and the related convergence properties.

Suppose that X1,X2, . . . ,Xn are the random variables of an independent and identical distribution with an
unknown distributed function F. Let x1, . . . ,xn be the corresponding observed realizations. Further, we shall
denote ~X n ¼ ðX 1;X 2; . . . ;X nÞ and ~xn ¼ ðx1; x2; . . . ; xnÞ. Then, the random weighting process can be described as
follows:

(i) Construct the sample (empirical) distribution function Fn from ~x, i.e.

F n ¼
1

n

Xn

i¼1

X i: ð1Þ
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(ii) The random weighting estimation of the sample mean Fn is

H nðxÞ ¼
Xn

i¼1

V iI ðX i6xÞ; ð2Þ

where I ðX i6xÞ is the characteristic function, and random vector (V1, . . . ,Vn) obeys the Dirichlet distribution
D(1, . . . , 1), i.e.

Pn
i¼1V i ¼ 1: A uniformly distributed density function of (V1, . . . ,Vn) can be defined as

f ðV 1; . . . ; V nÞ ¼ ðn� 1Þ! ð3Þ

where (V1,V2, . . . ,Vn) 2 S n�1, and Sn�1 ¼ ðV 1; V 2; . . . ; V nÞ : V i P 0; i ¼ 1; . . . ; n� 1;
Pn�1

i¼1 V i 6 1
n o

.

This paper investigates the estimation of GGD parameters by using the random weighting method. An
expression is established to describe the relationship between moments and parameters. The strong conver-
gence for random weighting estimation of GGD parameters is also rigorously proved. Computational simu-
lations and practical experiments have been conducted to comprehensively evaluate the performance for
random weighting estimation of GGD parameters.

2. Random weighting estimation of GGD parameters

2.1. K-Order absolute moment of GGD parameters

The probability density function of GGD can be given as

f ðx; l; a; bÞ ¼ a
2bCð1=aÞ

� �
exp � jx� lj

b

� �a� �
; �1 < x < þ1; ð4Þ

where l, a and b are the mean, shape and scale parameters, respectively, and a > 0. CðzÞ ¼
Rþ1

0
e�ttz�1 dt is C

function (see Appendix A.2). b ¼ r
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Cð1=aÞ=Cð3=aÞ

p
, where r is the standard deviation. The shape parameter

a determines the decay speed for the density function of GGD:

� If a ? 0, the limitation of the density function is the d function (see Appendix A.3);
� If a = 1, GGD corresponds to the Laplacian distribution (see Appendix A.4);
� If a = 2, GGD corresponds to the Gaussian distribution;
� If a ? +1, the limitation of GGD is a uniform distribution.

To discuss random weighting estimation of parameters a and b, we assume that ~x ¼ ðx1; x2; . . . ; xnÞ is a sam-
ple from the GGD collection with a given mean l = 0.

Since GGD is a symmetric distribution and its origin moments under any odd orders are zero, only the
absolute moments are considered in random estimation of GGD parameters. When l = 0, by (4) the k-order
absolute moment mk can be written as

mk ¼ EðjX jkÞ ¼ bk Cððk þ 1Þ=aÞ
Cð1=aÞ ðk ¼ 1; 2; . . .Þ: ð5Þ

To obtain the random weighting estimation for parameter a, the statistic function T is constructed as

T ¼ ½EðjX j
kÞ�l½EðjX jmÞ�n

½EðjX jP Þ�q½EðjX jrÞ�s
; ð6Þ

where k, m, p and r are positive integers. l, n, q and s are non-negative integers. When kl + mn = pq + rs, T

contains parameter a only. Thus, T may be written as

T ¼ ðmkÞlðmmÞn

ðmpÞqðmrÞs
¼

Cl kþ1
a

� �
Cn mþ1

a

� �
Cq pþ1

a

� �
Cs rþ1

a

� � Cqþs�l�n 1

a

	 

¼ F ðaÞ: ð7Þ
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