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a b s t r a c t

Ant-Colony Optimization (ACO) is a popular swarm intelligence scheme known for its effi-
ciency in solving combinatorial optimization problems. However, despite some extensions
of this approach to continuous optimization, high-dimensional problems remain a chal-
lenge for ACO. This paper presents an ACO-based algorithm for numerical optimization
capable of solving high-dimensional real-parameter optimization problems. The algorithm,
called the Differential Ant-Stigmergy Algorithm (DASA), transforms a real-parameter opti-
mization problem into a graph-search problem. The parameters’ differences assigned to the
graph vertices are used to navigate through the search space. We compare the algorithm
results with the results of previous studies on recent benchmark functions and show that
the DASA is a competitive continuous optimization algorithm that solves high-dimensional
problems effectively and efficiently.

� 2010 Elsevier Inc. All rights reserved.

1. Introduction

Within the last two decades, various kinds of optimization algorithms have been designed and applied to multi-param-
eter function-optimization problems. Some of the popular approaches are Genetic Algorithms (GAs) [40], Evolutionary Algo-
rithms (EAs) [7,42], Differential Evolution (DE) [35], Particle Swarm Optimization (PSO) [1], Artificial Immune Systems (AISs)
[16], and most recently, ant-colony-based algorithms.

Ants have always fascinated humans. What is particularly striking to both the occasional observer and the scientist is the
high degree of societal organization that these insects can achieve, in spite of very limited individual capabilities [10]. Such
ants have also inspired a number of optimization algorithms, and these algorithms are becoming increasingly popular among
researchers in computer science and operational research [3,6,12]. A particularly successful metaheuristic, Ant-Colony Opti-
mization (ACO), as a common framework for the existing variants of ant-based algorithms and their applications, was pro-
posed in the early 1990s by Dorigo [9]. ACO takes inspiration from the foraging behavior of certain ant species. These ants
deposit pheromone on the ground to mark a favorable path that should be followed by the other colony members. ACO ex-
ploits a similar mechanism in solving combinatorial optimization problems where it has been proven to be one of the most
successful metaheuristics.

However, a direct application of ACO to continuous optimization problems is difficult, since in this case the pheromone-
laying method is not straightforward. The first ACO algorithm designed for continuous function-optimization was Continu-
ous Ant-Colony Optimization (CACO) [2], which comprises two levels: global and local. It uses the ant-colony framework to
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perform the local search, whereas the global search is handled by a genetic algorithm. So far, there have been a few other
adaptations of the ACO algorithm to continuous optimization problems:

� The simplified direct simulation of real ants’ behavior: CACO with discrete encoding [19], API (named after Pachycondyla
apicalis) [30], and Continuous Interacting Ant Colony (CIAC) [11].
� The extended ACO metaheuristic to explore continuous space with discretization: adaptive ant-colony algorithm [27],

binary ant system [21], and multilevel ant-stigmergy algorithm [24].
� The extended ACO metaheuristic to explore continuous space with probabilistic sampling: extended ACO (ACOIR) [34],

continuous ant-colony system [31], aggregation pheromone system [38], direct ACO [22], Multivariate Ant-Colony Algo-
rithm for Continuous Optimization (MACACO) [13], and differential ant-stigmergy algorithm [23].
� The hybrid methods: ACOIR with Levenberg–Marquard algorithm [33], ACO with Powell search method [15], ACO with

genetic algorithm [5], ACO with tabu-search method [20], orthogonal scheme ACO [18], and CACO with immune algo-
rithm [14].

Although these algorithms have shown promising search abilities when applied to low-dimensional problems, many of
them suffer from the ‘‘curse of dimensionality” which implies that their performance deteriorates quickly as the dimension
of the search space increases.

To overcome this weakness, we propose an ant-based algorithm, called the Differential Ant-Stigmergy Algorithm (DASA),
designed to successfully cope with high-dimensional numerical optimization problems. The rationale behind the algorithm
is in remembering the move in the search space that improves the current best solution, and directing further search based
on this move. For this purpose, we create a fine-grained discrete form of the continuous domain that represents the search
space as a graph. This graph is then used as a means for ants to walk on.

Using a discrete form to solve continuous optimization problems is not new, but the way we use the discretized values is.
The usual approach consists of determining a parameter range and discretizing it to a desired accuracy. This makes it pos-
sible to solve continuous problems with an algorithm primarily designed for combinatorial optimization. However, when the
number of variables becomes high, the problem search space increases dramatically which disables the original algorithm to
perform to its full potential [24]. We enhance the usual approach by introducing a new concept of solving continuous opti-
mization problems using variable offsets. Instead of dealing with real discretized values, we deal with discretized offsets.
This technique enables us to efficiently solve continuous optimization problems with accuracy limited only by the precision
of presenting numbers in a computer.

This paper is further organized in the following way. In Section 2 we introduce the proposed optimization algorithm
DASA. In Section 3 we present its experimental evaluation on high-dimensional benchmark functions, followed by the com-
parison of the algorithm with some recent population-based optimization algorithms. The experimental results are dis-
cussed in Section 4. The paper ends with the concluding remarks and directions of future work in Section 5.

2. Differential Ant-Stigmergy Algorithm (DASA)

Real-parameter optimization problem is to find a vector of parameter values,~x ¼ ðx1; x2; . . . ; xDÞ that minimizes a function,
f ð~xÞ, of D real variables, i.e.,

find : ~x�jf ð~x�Þ 6 f ð~xÞ; 8~x 2 RD:

To solve this problem, we create a fine-grained discrete form of continuous domain. Using this form, we are able to rep-
resent the problem as a graph. This enables us to apply the ant-based approach for solving numerical optimization problems.

2.1. The fine-grained discrete form of continuous domain

Let x0i be the current value of the ith parameter. During the search for the optimal parameter value, a new value, xi, is
assigned to the ith parameter as follows:

xi ¼ x0i þ di: ð1Þ

Here, di is called the parameter difference and is chosen from the set

Di ¼ D�i [ f0g [ Dþi ;

where

D�i ¼ fd
�
i;kjd

�
i;k ¼ �bkþLi�1

; k ¼ 1;2; . . . ; dig

and

Dþi ¼ fd
þ
i;kjd

þ
i;k ¼ bkþLi�1

; k ¼ 1;2; . . . ;dig:
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