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a b s t r a c t

One of the desired properties of distributed systems is self-adaptability against faults. Self-
stabilizing protocols provide autonomous recovery from any finite number of transient
faults. However, in practice, catastrophic faults rarely occur, while small-scale faults are more
likely to occur. Fault-containing self-stabilizing protocols promise not only self-stabilization
but also containment of the effect of small-scale faults, i.e., they promise quick recovery and
small effect for small-scale faults. Hierarchical composition of self-stabilizing protocols is
expected to ease the design of new self-stabilizing protocols. However, existing composition
techniques for self-stabilizing protocols cannot preserve the fault-containment property of
source protocols. In this paper, we propose a novel timer-based hierarchical composition
of fault-containing self-stabilizing protocols that preserves the fault-containment property
of source protocols. To implement timers, we propose a local neighborhood synchronizer that
synchronizes limited number of processes during a short time after a fault without involving
the entire network into the synchronization. The proposed composition technique facilitates
the design of new fault-containing self-stabilizing protocols and enhances the reusability of
existing fault-containing self-stabilizing protocols.

� 2009 Elsevier Inc. All rights reserved.

1. Introduction

A distributed system consists of processes communicating with each other by communication links. It is expected to add
useful properties to distributed systems, e.g., performance, availability, and scalability. Large scale networks that consist of a
large number of processes have became popular such as the Internet and peer-to-peer networks. As the number of processes
in a distributed system grows, the distributed system becomes more prone to faults. The effect of faults may spread over the
entire network due to the communication among processes and the whole system may be disrupted. This is the reason why
fault-tolerance is the major concern when we design distributed systems.

Self-stabilization provides autonomous adaptability against any finite number of transient faults (e.g., memory crash at pro-
cesses). Starting from an arbitrary initial configuration, a self-stabilizing protocol converges to a legitimate configuration
where the protocol satisfies its specification. A self-stabilizing protocol guarantees autonomous adaptability by considering
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the configuration obtained by the last fault as an initial configuration. Since self-stabilization was first introduced by Dijkstra
[6], many self-stabilizing protocols have been designed for many problems, e.g., for graph problems [1,4,18,19,22,27], other
problems [3,9,20,23,25]. Though self-stabilization is derived from theoretical studies, many researchers applied the notion to
real networks, e.g., sensor networks, mobile ad-hoc networks [17,21]. (Good surveys are available in [7,10,26].) Although
self-stabilization promises fault tolerance against any finite number of transient faults, it promises nothing during the sta-
bilization and the effect of a small-scale fault can spread over the entire network. However, it is generally expected that the
system recovers quickly with small effect from a small-scale fault. Therefore, it is practically useful to restrict the spread of
the effect of small-scale faults. This is because catastrophic faults rarely occur in practice and small-scale faults are more
likely to occur.

When a fault corrupts f processes in a legitimate configuration, we call the obtained configuration an f-faulty configuration.
Ghosh et al. proposed the notion of fault-containment [11,12]. An f-fault-containing self-stabilizing protocol promises self-sta-
bilization against large scale faults and fault-containment against small-scale faults [11,12]. (We denote it by an f-fault-con-
taining protocol.) An f-fault-containing protocol guarantees that starting from any f 0-faulty configuration ðf 0 6 f Þ, during the
recovery to a legitimate configuration, both the recovery time and the number of processes affected by the fault are propor-
tional to f or less. So, fault-containment improves the adaptability of self-stabilization against small-scale faults. After the
notion is introduced, many fault-containing protocols have been proposed [5,13–15,24].

Hierarchical composition of multiple protocols facilitates the design of new protocols. In a hierarchical composition of
two (or more) protocols, the output of one protocol (called the lower protocol) is used as the input to the other (called the
upper protocol), and the obtained protocol provides the output of the upper protocol when given the input to the lower pro-
tocol. Fig. 1 shows an example of hierarchical composition of two protocols such that the lower protocol is a spanning tree
construction protocol for an arbitrary network and the upper protocol is a token circulation protocol for an arbitrary tree. The
spanning tree constructed by the lower protocol is used as the input by the upper protocol, and the composite protocol is a
token circulation protocol for an arbitrary network.

One of the most commonly used hierarchical composition technique for self-stabilizing protocols is fair composition [9].
Fair composition executes two (or more) self-stabilizing protocols in parallel and promises self-stabilization of the composite
protocol. Starting from an arbitrary initial configuration, the lower protocol converges to its legitimate configuration first,
and after that, the upper protocol converges with a correct input from the lower protocol. Fair composition greatly reduces
the complication of designing self-stabilizing protocols, and many self-stabilizing protocols are designed by using fair com-
position. In [9], a mutual exclusion protocol on a spanning tree construction protocol is proposed. In [22], an approximation
protocol for minimum connected dominating set problem is designed on a maximal independent set protocol. By using fair
composition with spanning tree construction protocols, many self-stabilizing protocols designed for tree networks can be
executed on arbitrary networks, e.g., PIF (Propagation of Information and Feedback) protocol in [3], synchronizers in [20],
and agent traversal protocol in [25]. In [17], a TDMA slot assignment protocol for sensor networks is proposed which consists
of a naming protocol, a maximal independent set protocol, a coloring protocol, and a slot assignment protocol.

Unfortunately, fair composition of fault-containing protocols does not preserve the fault-containment property of source
protocols. This is because the parallel execution of the source protocols allows the upper protocol to execute on an incorrect
output of the lower protocol. Consider a fair composition of f1-fault-containing protocol P1 and f2-fault-containing protocol
P2. Suppose that a fault corrupts the output variables of the lower protocol P1 at f processes (f 6minff1; f2g). During the
recovery of P1, the upper protocol P2 is also executed in parallel. During the recovery of P1, processes around each faulty pro-
cess may change their states in P1. Because the changes of the values of their output variables of P1 implies the changes of the
input to P2, if the number of such affected processes in P1 becomes greater than f2; P2 cannot guarantee fault-containment.
Even when the number of such affected processes in P1 is smaller than f2, if these processes change their outputs of P1

repeatedly, P2 cannot promise fault-containment because a fault-containing protocol assumes that the input does not change
during the recovery.

Gouda et al. proposed adaptive programming for the systems with input changes [16]. They proposed hierarchical com-
position technique for adaptive protocols that forces the lower protocol to execute first so that it provides the stable input
to the upper protocol. Their hierarchical composition just checks whether a process has to execute the lower protocol (i.e.,
whether it has an enabled process in the lower protocol), and only when it does not have to execute the lower protocol, the
process can execute the upper protocol. However, hierarchical composition preserves the self-stabilization property of
source protocols, but not the fault-containment property of source protocols. The problem is that we cannot guarantee
the recovery of the lower protocol by checking the existence of enabled guards in the lower protocol. This is one of the
key observations to achieve the composition of fault-containing protocols.

Fig. 1. An example of hierarchical composition.
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