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Abstract

Fuzzy logic is frequently used in computing with words (CWW). When input words to a CWW engine are modeled by
interval type-2 fuzzy sets (IT2 FSs), the CWW engine’s output can also be an IT2 FS, eA, which needs to be mapped to a
linguistic label so that it can be understood. Because each linguistic label is represented by an IT2 FS eBi, there is a need to
compare the similarity of eA and eBi to find the eBi most similar to eA. In this paper, a vector similarity measure (VSM) is
proposed for IT2 FSs, whose two elements measure the similarity in shape and proximity, respectively. A comparative
study shows that the VSM gives more reasonable results than all other existing similarity measures for IT2 FSs for the
linguistic approximation problem. Additionally, the VSM can also be used for type-1 FSs, which are special cases of
IT2 FSs when all uncertainty disappears.
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1. Introduction

Zadeh coined the phrase ‘‘computing with words’’ (CWW) [48,49]. According to him, CWW is ‘‘a method-

ology in which the objects of computation are words and propositions drawn from a natural language’’. It is
‘‘inspired by the remarkable human capability to perform a wide variety of physical and mental tasks without

any measurements and any computations.’’ Nikravesh [35] further pointed out that CWW is ‘‘fundamentally dif-

ferent from the traditional expert systems which are simply tools to ‘realize’ an intelligent system, but are not able
to process natural language which is imprecise, uncertain and partially true.’’

Our thesis is that words mean different things to different people and so there is uncertainty associated with
words, which means that fuzzy logic must somehow use this uncertainty when it computes with words [25,26].
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Hence, we argue that interval type-2 fuzzy sets (IT2 FSs) should be used in CWW [28]. We will limit our dis-
cussions to IT2 FSs in this paper.

A specific architecture is proposed in [27] for making judgements by CWW. A slightly modified architecture
is shown in Fig. 1. It will be called a perceptual computer – Per-C for short. Perceptions (i.e., granulated terms,
words) activate the Per-C and are also output by the Per-C; so, it is possible for a human to interact with the
Per-C just using a vocabulary of words. In Fig. 1, the encoder1 transforms linguistic perceptions into IT2 FSs
that activate a CWW engine. The decoder2 maps the output of the CWW engine into a word. Usually a vocab-
ulary (codebook) is available, in which every word is modeled as an IT2 FS. The output of the CWW engine is
mapped into a word (in that vocabulary) most similar to it.

The CWW engine, e.g. rules, the linguistic weighted average (LWA) [43], etc., maps IT2 FSs into IT2 FSs. If
the CWW engine is rule-based, its output may be a crisp number (e.g., after defuzzification), in which case the
decoder can map this number into a word in the vocabulary, as explained in [27]. On the other hand, if the
CWW engine uses the LWA, its output is an IT2 FS eA, or if the CWW engine is rule-based, but its output
is also an IT2 FS eA, then the decoder must also map eA into a word in the vocabulary. In this paper it is
assumed that the output of the CWW engine is an IT2 FS eA.

How to transform linguistic perceptions into IT2 FSs, i.e. the encoding problem, has been considered in
[30–32]. This paper considers the decoding problem, or, as called by Zadeh [48,49], linguistic approximation,
i.e. how to map an IT2 FS eA into a word (linguistic label). More specifically, given a vocabulary consisting of
N words with their associated IT2 FSs eBi ði ¼ 1; . . . ;NÞ, our goal is to find the eBi which most closely resembleseA, the output of the CWW engine. The word associated with that eBi will then be viewed as the output of the
Per-C. To do this, it must be possible to compare the similarity between two IT2 FSs. A vector similarity mea-
sure (VSM) for IT2 FSs is proposed in this paper.

The rest of this paper is organized as follows: Section 2 gives the definitions of similarity, proximity and
compatibility, which are closely related to each other. Section 3 reviews four existing similarity measures
for IT2 FSs. Section 4 proposes a VSM for IT2 FSs. Section 5 provides discussions on a number of issues
and shows that the VSM for IT2 FSs can also be used for type-1 (T1) FSs when all uncertainty disappears.
Section 6 draws conclusions. Some background material about IT2 FSs is given in Appendix A. Proofs of
the theorems are given in Appendix B.

2. Definitions

Similarity, proximity and compatibility are three closely related concepts. There are different definitions on
the meanings of them [8,12,20,24,38,45,46]. According to Yager [45], a proximity relationship between two T1
FSs A and B on a domain X is a mapping p: X � X ! T having the properties: (1) Reflexivity: pðA;AÞ ¼ 1;
and, (2) Symmetry: pðA;BÞ ¼ pðB;AÞ. Often T is the unit interval.
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Fig. 1. Conceptual structure of CWW.

1 Zadeh calls this constraint explicitation in [48,49]. In [50] and some of his recent talks, he calls this precisiation.
2 Zadeh calls this linguistic approximation in [48,49].
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