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Abstract

Mining frequent itemsets from transactional data streams is challenging due to the
nature of the exponential explosion of itemsets and the limit memory space required
for mining frequent itemsets. Given a domain of I unique items, the possible number
of itemsets can be up to 2I � 1. When the length of data streams approaches to a very
large number N, the possibility of an itemset to be frequent becomes larger and difficult
to track with limited memory. The existing studies on finding frequent items from high
speed data streams are false-positive oriented. That is, they control memory consump-
tion in the counting processes by an error parameter �, and allow items with support
below the specified minimum support s but above s � � counted as frequent ones. How-
ever, such false-positive oriented approaches cannot be effectively applied to frequent
itemsets mining for two reasons. First, false-positive items found increase the number
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of false-positive frequent itemsets exponentially. Second, minimization of the number of
false-positive items found, by using a small �, will make memory consumption large.
Therefore, such approaches may make the problem computationally intractable with
bounded memory consumption. In this paper, we developed algorithms that can effec-
tively mine frequent item(set)s from high speed transactional data streams with a bound
of memory consumption. Our algorithms are based on Chernoff bound in which we use
a running error parameter to prune item(set)s and use a reliability parameter to control
memory. While our algorithms are false-negative oriented, that is, certain frequent
itemsets may not appear in the results, the number of false-negative itemsets can be con-
trolled by a predefined parameter so that desired recall rate of frequent itemsets can be
guaranteed. Our extensive experimental studies show that the proposed algorithms have
high accuracy, require less memory, and consume less CPU time. They significantly out-
perform the existing false-positive algorithms.
� 2005 Elsevier Inc. All rights reserved.
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1. Introduction

Recently, data streams emerged as a new data type that attracted great
attention from both researchers and practitioners. A data stream is essentially
a virtually unbounded sequence of data items arriving at a rapid rate. Since
data items arrive continuously, it is only feasible to store certain form of syn-
opsis (in memory or disk) rather than the raw data for analysis or information
extraction. It is also infeasible to multiple scan the original data to build such
synopsis because of the massive volume as well as the rapid arrival rate.
Research work related to data streams boils down to the problem of finding
the right form of synopsis and related construction algorithms so that the
required statistics or patterns can be obtained with a bounded error for
unbounded input data items with limited memory. A large amount of work
has been reported for various statistics and patterns, including simple aggre-
gates and statistics such as maximum, minimum, average, median values and
quantiles as well as complex patterns such as decision trees, clusters, and fre-
quent itemsets.

In this paper we study the problem of mining frequent item(set)s (or pat-
terns) from high speed transactional data streams. Manku and Motwani gave
an excellent review of wide range applications for the problem of frequent data
stream pattern mining [12]. The problem can be stated as follows. Let
I = {x1,x2, . . . ,xn} be a set of items. An itemset is a subset of items I. A trans-
actional data stream, D, is a sequence of incoming transactions, (t1, t2, . . . , tN),
where a transaction ti is an itemset and N is a unknown large number of trans-
actions that will arrive. The number of transactions in D that contain X is
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