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The paper by Eyke Hüllermeier introduces a new set of techniques for learning models
from imprecise data. The removal of the uncertainty in the training instances through
the input–output relationship described by the model is also considered. This discussion
addresses three points of the paper: extension principle-based models, precedence
operators between fuzzy losses and possible connections between data disambiguation
and data imputation.

© 2014 Elsevier Inc. All rights reserved.

1. Introduction

The paper [2] describes an appealing method for learning models from imprecise data that improves extension principle-
based approaches. The empirical loss of a model on interval-valued datasets is defined as the lowest loss over all the possible
crisp instantiations (selections) of the uncertain items in the training data. The loss function of a model with fuzzy data is
defined as an average over the different level cuts of the data. The model with a best empirical loss is searched for, thus
a minimin criterion is adopted. It is shown that this strategy is related to the optimization of certain loss functions used in
machine learning.

This discussion focuses in on three particular aspects of the paper where further developments may be possible:
extension principle-based models, the use of the aforementioned minimin criterion and possible links between data dis-
ambiguation and data imputation.

2. Application of the extension principle in the context of learning from data

In this section, a nuanced discussion of Prof. Hüllermeier’s comments about the use of the extension principle in the con-
text of machine learning is given. We agree that a direct generalization of standard machine learning techniques to imprecise
data via the extension principle will be troublesome in practice. However, if a few minor modifications are introduced, this
kind of generalizations can still be useful.
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Fig. 1. If there are outliers in an imprecise dataset, all instantiations include them. If a small percentage of the training examples may be removed for each
instantiation, the combination of the outputs of the models learned from these incomplete instantiations might be preferred to the output of any single
model learned from the complete set.

Many uncertain datasets contain outliers, understood as imprecise items that do not fulfill the assumptions of the model
for any of their possible instantiations (selections). In this case, all crisp selections of the dataset may in turn contain
outliers. Apart from that, if some items in the imprecise dataset had an abnormally high uncertainty, artificial outliers
might also be made up for certain instantiations. This might pose a problem with universal approximators, that might try
to learn these extreme values.

A learning algorithm which optimizes a regularized loss function could be used to prevent this. Alternatively, one might
also conceive a definition of an empirical loss where some of the training instances that are furthest from the model are
ignored (see Fig. 1). A different model is fitted to each selection, thus these items that are discarded will not belong to
the same imprecise instances. As a consequence of this, such an empirical loss function cannot always be computed by
removing the outliers of the dataset and then applying the extension principle, neither it is equivalent to the application of
the extension principle to a regularized loss function.

This idea was introduced in Refs. [6] and [7], where models for precise and imprecise data were proposed that do not
produce a point estimate but a crisp or fuzzy set that approximates the union of all the outputs of the models learned from
these partial instantiations. In this respect, while we agree that the sentence “We argue, however, that the application of the
extension principle is not very meaningful in the context of learning from data” is mostly true, we also think there may be
cases where a worthwhile application of the extension principle is possible. Let us remark that the concept of instantiation
was not referred to as such in these works, however in the following of this section an effort has been made to cast the
ideas introduced in [6] and [7] into the theoretical framework introduced in the paper being discussed.

As mentioned, algorithms [6] and [7] produce crisp or fuzzy families of models, respectively determined by crisp or
fuzzy subsets of the parametric space. We will denote them by P ⊂ Θ or P̃ ∈F(Θ), respectively. The fuzzy case is the most
general of these two and it is summarized here. Given a crisp input x and a fuzzy subset of the parameter space P̃ , the
combined output of the model family M P̃ (x) is a fuzzy set with membership

μM P̃ (x)(y) = sup
{
μ P̃ (θ)

∣∣ Mθ (x) = y
}

(1)

and given a fuzzy input X̃ ,

μM P̃ ( X̃)(y) = sup
{
μ P̃ (θ) ∧ μ X̃ (x)

∣∣ Mθ (x) = y
}
. (2)

Let ALG be a learning algorithm that builds a model Mθ̂ given a crisp dataset D = {zi}N
i=1, with zi = (xi, yi). The model Mθ̂

is defined in turn by an estimation θ̂ of the value of the parameter:

Mθ̂ = ALG(D). (3)

Given a fuzzy dataset D = { Z̃ i}N
i=1, with Z̃ i = ( X̃i, Ỹ i), a fuzzy estimate P̂0 of P̃ could be thought of that only involves

complete instantiations,

μ P̂0
(θ) = sup

{
μD(D)

∣∣ ALG(D) = Mθ

}
(4)

where μD(D) = minN
i=1 μ Z̃ i

(zi). This kind of estimation we agree with Prof. Hüllermeier that it is not a good approach
because more often than not we would end up with a set of predictions which is highly nonspecific.

On the contrary, an estimation restricted to certain subsets of the instantiations may be useful. In short, P̃ will be
determined as the set that minimizes a functional of the parametric model Mθ , which is not derived from an extension
principle-based generalization of the crisp loss. A set P̃ is searched for such that the average nonspecificity of the (extension
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