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a b s t r a c t

We investigate in this paper the problem of mining disjunctive emerging patterns in high-
dimensional biomedical datasets. Disjunctive emerging patterns are sets of features
that are very frequent among samples of a target class, cases in a case–control study,
for example, and are very rare among all other samples. We, for the very first time,
demonstrate that this problem can be solved using minimal transversals in a hypergraph.
We propose a new divide-and-conquer algorithm that enables us to efficiently compute
disjunctive emerging patterns in parallel and distributed environments. We conducted
experiments using real-world microarray gene expression datasets to assess the perfor-
mance of our approach. Our results show that our approach is more efficient than the
state-of-the-art solution available in the literature. In this sense, we contribute to the area
of bioinformatics and data mining by providing another useful alternative to identify
patterns distinguishing samples with different class labels, such as those in case–control
studies, for example.

& 2013 Elsevier Ltd. All rights reserved.

1. Introduction

One of the challenges that analysts face when dealing with
biomedical datasets relates to finding interesting patterns
distinguishing samples in different classes in a case–control
study. The task in these studies is to find patterns that are
strongly correlated to samples in one target class, for instance
case, and not correlated to samples belonging to the other
class (controls). Emerging patterns are very suitable for this
task. These patterns were introduced by Dong and Li [9]
as an adaptation to the frequent itemset mining problem [1].
Emerging patterns are sets of features that are very frequent

among samples of a target class and infrequent among
samples of any other class.

The greatest advantage of these methods over other
statistical techniques is their readability; since they are a
collection of features that happen frequently in a group of
samples, analysts and domain experts can easily read and
interpret them. There are several examples of successful
applications of both emerging patterns and frequent item-
sets in biomedical studies such as, the works of Yeoh
et al. [31], Creighton and Hanash [8], Gyenesei et al. [12]
and Ramakrishnan and Zaki [25].

Even though these patterns have been successfully
applied in bioinformatics, they still have some flaws if
they are considered in exactly the same way as they were
first introduced. First, they are mostly conjunctive, mean-
ing that all features in a pattern have to occur together
in a large number of samples to be considered frequent.
The problem with conjunctions is that they do not account
for heterogeneity of samples. In other words, a disease
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may be caused by the dysregulation of different molecular
pathways and, in this case, part of samples labeled as cases
may be affected by the dysregulation of genes in one
pathway while the rest of the samples may be affected
by the dysregulation of genes in a different pathway. Thus,
there may not be a conjunction of genes that are common
to all cases, but there could rather be a disjunction of
genes that describe the whole set of cases. For instance,
a disease could be associated to genes in one pathway or
genes in another pathway.

The second problem is rather computational. The first
algorithm was designed to mine data with a different
nature; data where the number of samples was much
bigger than the number of features. Biomedical datasets
have a different format; they in general have many more
features than samples.

There exist solutions for both finding disjunctive pat-
terns [30,23] and efficient mining conjunctive patterns in
biomedical data [24,7,15,19]. And there are even solutions
for efficiently mining general Boolean patterns, rather than
only conjunctions, in biomedical data [16,22].

We propose in this paper a new method to efficiently
find disjunctive emerging patterns in biomedical data.
Our approach is based on hypergraphs. For the first time,
we model the problem of identifying disjunctive emerging
patterns as minimal transversal enumeration problem
using hypergraphs. Our approach allows us to use samples
rather than features to find patterns. In this sense, this is
the first algorithm to take full advantage of the relative
scarcity of samples in biomedical datasets.

By showing that this problem can be broken into
smaller subproblems and mapped onto the classical pro-
blem of enumerating minimal transversals, we allow it to
be easily solved in parallel and/or distributed environ-
ments. Our experiments demonstrate the effectiveness of
such an approach. Thus, we believe that our algorithm is
indeed an important tool for bioinformaticians, and other
data scientists alike.

We conducted several experiments to assess the com-
putational performance of our method using real-world
datasets obtained from the Gene Expression Omnibus
website. Our experiments show that our method can
efficiently find interesting emerging patterns in high-
dimensional biomedical data.

This paper is organized in the following manner. In the
next section we formally define the concepts that we
briefly introduced in this section. We define disjunctive
emerging patterns, some important properties of these
patterns and provide more details on the problem that
we address. In Section 3 we introduce our main algo-
rithm. As we discuss later in this paper, we model the
problem of mining disjunctive emerging patterns as a
minimal transversal enumeration problem in order to
benefit from the vast literature in this topic. In this case,
we do not propose a new algorithm for enumerating
minimal transversals in a hypergraph, but rather use
efficient solutions in this area to solve our problem. In
Section 4 we briefly discuss the algorithms that we
identified in the literature and used to assess the perfor-
mance of our method in Section 5. We finish the paper
with some final remarks in Section 6.

2. Disjunctive emerging patterns

Let A1;A2;…;An be a set of n categorical attributes on a
dataset. Let F denote the set of features in a dataset; the
union of all possible values for the attributes. Let S be a set
of samples, where each sample contains exactly one value
for each attribute in the dataset. For a given sample sAS,
we define f(s) to be the set of features associated with s, in
other words, f ðsÞ ¼⋃AiðsÞ, where Ai(s) is the value that s
has for attribute Ai. We restrict our problem to the case
of binary classes, which we call positive and negative.
In this case, the class label defines a partition on the set of
samples Sþ and S� , where Sþ is the subset of samples
with positive class label and S� is the subset of samples
with negative class label.

A disjunctive emerging pattern (DEP) is a subset of
features, XDF , fulfilling the following constraints [16]:

1. X includes at least one value from each attribute.
2. X occurs (evaluates to true) in at least α samples with

positive class label.
3. X occurs (evaluates to true) in at most β samples with

negative class label.

We say that a set of features X occurs in a sample
sAS if f ðsÞDX. Then, X is a disjunctive emerging pattern
if and only if gþ ðXÞ ¼ jfsASþ jf ðsÞDXgjZα and g� ðXÞ ¼
jfsAS� jf ðsÞDXgjrβ.

A DEP X is maximal if there is no proper superset of X
that is also a DEP. On the other hand, we say that X is
a jumping disjunctive emerging pattern if it occurs in the
positive class (i.e. in at least one sample from positive
class) and does not occur at all in the negative class. Thus,
X is a jumping DEP if X is a DEP for α¼ 1 and β¼ 0.

The number of DEPs in a dataset can be extremely
large. This problem, as discussed by Vimieiro and Mascato
[30] and Vimieiro [29], is not exclusive of DEPs and it does
occur for other types of frequent patterns, like traditional
conjunctive frequent patterns or disjunctive patterns.
Then, it is desirable to have a concise set that represents
the entire set of DEPs.

For traditional conjunctive frequent patterns, this
was achieved by extracting maximal frequent patterns.
The anti-monotocity of the frequency of conjunctive pat-
terns guarantees that every subset of a maximal frequent
pattern is still a frequent pattern, and, therefore, it is viable
and sound to mine only these patterns. Loekito and
Bailey [16] also attempted to use maximal sets to com-
pactly represent the whole set of DEPs. However, although
the set of maximal itemsets is a valid compact representa-
tion for frequent itemsets, the same cannot be said about
the set of maximal DEPs.

In fact, rather than an erroneous representation, a
compact representation using only maximal DEPs is an
incomplete one. Maximal sets define the positive border
of the search space [18]. In our context, it means that,
if we are searching for patterns level-wise, once we find all
maximal DEPs, we can stop searching for more patterns,
because no proper superset of a maximal DEP can still
be valid. In other words, maximal DEPs are necessary to
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