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Siburg and Stoimenov [12] gave a measure of mutual complete dependence of continuous 
variables which is different from Spearman’s ρ and Kendall’s τ . In this paper, a similar 
measure of mutual complete dependence is applied to discrete variables. Also two 
measures for functional relationships, which are not bijection, are investigated. For 
illustration of our main results, several examples are given.
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1. Introduction

It is well known that there are several types of associations between random variables, such as Pearson’s correlation 
coefficient, Spearman’s ρ and Kendall’s τ . However, they are not suitable for nonlinear cases since Pearson’s correlation co-
efficient only measure linear relationship of random variables and Spearman’s ρ and Kendall’s τ are measures of monotonic 
relationships. In order to investigate the nonlinear relationships between two random variables, their joint distributions are 
often used. Because joint distributions contain not only the information of association between random variables, but also 
their marginal distributions. Since we are only investigating the associations or functional relationships between variables, 
which are free of their marginals, the use of copulas or subcopulas is needed. The importance of our measures of the 
functional relationships is that it can be suitable for both linear and nonlinear relationships.

According to Sklar’s Theorem [13], for any two random variables X and Y with joint and marginal distribution functions 
H X,Y , F X and GY respectively, there exists a unique function C : Range(F X ) × Range(GY ) → [0, 1] corresponding to H X,Y , 
that is, H X,Y (x, y) = C(F X (x), GY (y)). This function is called a subcopula. Subcopulas corresponding to continuous ran-
dom variables are known as copulas. Since copulas describe the relationships among random variables, several measures of 
dependence among random variables have been constructed through copulas. Definitions for multivariate measures of con-
cordance are given in Dolati and Úbeda-Flores [3] and Taylor [15]. The popular dependence measures such as Spearman’s ρ , 
Kendall’s τ and Gini’s γ are measures of concordance. For references, see Joe [5], Nelsen [7], Schmid and Schmidt [11], 
Taylor [15], and Wolff [16]. Also details of dependence measures are discussed in Lecture Notes of Nguyen [10].

Besides concordance, there is another relationship called mutual complete dependence, see Lancaster [6].
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Definition 1.1. Let X and Y be two random variables defined on the same probability space. Then Y is completely depen-
dent on X if Y is a measurable function of X . Precisely, Y is completely dependent on X if there is a function ϕ such 
that

P (Y = ϕ(X)) = 1.

The random variables X and Y are said to be mutually completely dependent (MCD) if Y is completely dependent on X
and X is completely dependent on Y .

Note that Spearman’s ρ and Kendall’s τ are measures for concordance, while MCD is a measure of functional relation-
ships between X and Y . For the case where X and Y are continuous, the measure of MCD through copula is given in Siburg 
and Stoimenov [12]. Tasena and Dhompongsa [14] extended this measure to higher dimensions. But this measure is not 
suitable for discrete variables due to the fact that derivative of subcopula does not make sense. Thus a new measure of 
MCD is needed for discrete variables.

In this paper, similar measures for MCD of discrete random variables through both subcopula and conditional distribu-
tions are defined and their properties are discussed. These measures are equal to 1 if and only if X and Y are MCD (i.e., Y
is a bijective function of X). For non-bijective functional relations between X and Y , two related measures are obtained.

The paper is organized as follows. Basic properties of copulas related to MCD are discussed in Section 2. Measures for 
MCD and functional relationship of discrete random variables are given in Section 3. The MCD measure under E-process 
extension and the bilinear interpolation of a subcopula is discussed in Section 4. Relationship among different types of 
dependence measures are discussed in Section 5. For illustration of our results, several examples are given.

2. Preliminaries

First, we give the definitions of subcopula and copula given in Nelsen [8].

Definition 2.1. A two-dimensional subcopula (or 2-subcopula) is a function C with the following properties:

(i) D(C) = D1 × D2, where D(C) is the domain of C , D1 and D2 are subsets of I = [0, 1] containing 0 and 1;
(ii) For every u in D1 and every v in D2,

C(u,0) = 0 = C(0, v) and C(u,1) = u C(1, v) = v;
(iii) For every u1, u2 in D1, v1, v2 in D2 such that u1 ≤ u2 and v1 ≤ v2,

C(u2, v2) − C(u2, v1) − C(u1, v2) + C(u1, v1) ≥ 0.

Subcopulas for which D1 = D2 = [0, 1] are called copulas.

The following result of Nelsen [8] will be used in the proofs of our main results.

Lemma 2.1. Let C ∈ C be a subcopula, then∣∣C(u j, v j) − C(ui, vi)
∣∣≤ ∣∣u j − ui

∣∣+ ∣∣v j − vi
∣∣

for any (ui, vi), (u j, v j) in D(C).

From Lemma 2.1, it’s easy to see

C(u j, vi) − C(ui, vi)

u j − ui
≤ 1

and

C(ui, v j) − C(ui, vi)

v j − vi
≤ 1,

where i < j.

Remark 2.1. The modified Sobolev norm of a copula C , introduced by Darsow and Olsen [1], is given by

‖C‖ =
⎛
⎜⎝∫

I2

|�C |2 du dv

⎞
⎟⎠
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