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a b s t r a c t

Multi-area dynamic economic dispatch determines the optimal scheduling of online generator outputs
and interchange power between areas with predicted load demands over a certain period of time taking
into consideration the ramp rate limits of the generators, tie line constraints, and transmission losses.
This paper presents quasi-oppositional group search optimization for solving multi-area dynamic eco-
nomic dispatch problem with multiple fuels and valve-point loading. Group search optimization (GSO)
inspired by the animal searching behavior is a biologically realistic algorithm. Quasi-oppositional group
search optimization (QOGSO) has been used here to improve the effectiveness and quality of the solution.
The proposed QOGSO employs quasi-oppositional based learning (QOBL) for population initialization and
also for generation jumping. The QOGSO is tested on two multi-area test systems having valve point load-
ing and mult-fuel option. Results of the proposed QOGSO approach are compared with those obtained
from group search optimization (GSO), biogeography-based optimization (BBO), gravitational search
algorithm (GSA), differential evolution (DE) and particle swarm optimization (PSO). It is found that the
proposed QOGSO based approach is able to provide better solution.

� 2015 Elsevier Ltd. All rights reserved.

Introduction

Multi-area static economic dispatch (MASED) is one of the
important optimization problems in power system operation. Gen-
erally, the generators are divided into several generation areas
interconnected by tie-lines. MASED determines the generation
levels of online generators and interchange power between areas
for a load demand which is constant for a given interval of time
such that total fuel cost in all areas is minimized while satisfying
power balance constraints, generating limits constraints, and tie-
line capacity constraints.

The MASED has been the subject of investigation for several
decades. Shoults et al. [1] solved economic dispatch problem con-
sidering import and export constraints between areas. This study
provides a complete formulation of multi-area generation schedul-
ing, and a framework for multi-area studies. Romano et al. [2] pre-
sented the Dantzig–Wolfe decomposition principle to the
constrained economic dispatch of multi-area systems. Helmick
and Shoults [3] solved multi-area economic dispatch with area
control error. Wang and Shahidehpour [4] proposed a decomposi-
tion approach for solving multi-area generation scheduling with

tie-line constraints using expert systems. Network flow models
for solving the multi-area economic dispatch problem with trans-
mission constraints have been proposed by Streiffert [5]. Yalcinoz
and Short [6] solved multi-area economic dispatch problems by
using Hopfield neural network approach. Jayabarathi et al. [7]
solved multi-area economic dispatch problems with tie line con-
straints using evolutionary programming. The direct search
method for solving economic dispatch problem considering trans-
mission capacity constraints was presented in Ref. [8]. Manoharan
et al. [9] explored the performance of the various evolutionary
algorithms on multi-area economic dispatch (MAED) problems.
Here, evolutionary algorithms such as the Real-coded Genetic
Algorithm (RCGA), particle swarm optimization (PSO), differential
evolution (DE) and Covariance Matrix Adapted Evolution Strategy
(CMAES) are considered. Sharma et al. [10] have presented a close
comparison of classic PSO and DE strategies and their variants for
solving the reserve constrained multi-area economic dispatch
problem with power balance constraint, upper/lower generation
limits, transmission constraints and other practical constraints. In
[11], multi-area economic dispatch problem has been solved by
using teaching–learning-based optimization algorithm.

Multi-area dynamic economic dispatch (MADED) is an exten-
sion of multi-area static economic dispatch problem. It schedules
the online generator outputs, and interchange power between
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areas with the predicted load demands over a certain period of
time so as to operate an electric power system most economically.
In order to avoid shortening the life of the equipments, plant oper-
ators try to keep gradients for temperature and pressure inside the
boiler and turbine within safe limits. This mechanical constraint is
transformed into a limit on the rate of increase or decrease of the
electrical power output. This limit is called ramp rate limit which
distinguishes MADED from MASED problem. Thus, the dispatch
decision at one time period affects those at later time periods.
MADED is the most accurate formulation of multi-area static eco-
nomic dispatch problem but it is the most difficult to solve because
of its large dimensionality. Further, due to increasing competition
into the wholesale generation markets, there is a need to under-
stand the incremental cost burden imposed on the system by the
ramp rate limits of the generators.

Huda et al. [12] developed a hybrid approach of global and local
search for constrained optimization problem. In [13], Huda et al.
discussed about good convergence on global mathematical opti-
mization approaches.

Group search optimization (GSO) is a biologically realistic algo-
rithm which is inspired by the animal (such as lions and wolves)
searching behavior. He et al. [14] proposed GSO in 2006, and dis-
cussed the effects of designed parameters on the performance of
GSO in 2009 [15]. GSO employs a special framework, under which
individuals are divided into three classes and evolve separately.
This framework is proved to be effective and robust on solving
multimodal problems [15]. Shen et al. [16] investigated the perfor-
mance of GSO and concluded that GSO is an alternative for con-
strained optimization.

Due to its high efficiency, GSO has been applied to solve non-
convex economic dispatch problem [17], distribution network
reconfiguration [18], combined heat and power economic dispatch
problem [19], etc.

The basic concept of opposition-based learning (OBL) [22–24]
was originally introduced by Tizhoosh. The main idea behind OBL
is for finding a better candidate solution and the simultaneous con-
sideration of an estimate and its corresponding opposite estimate
(i.e., guess and opposite guess) which is closer to the global opti-
mum. OBL was first utilized to improve learning and back propaga-
tion in neural networks by Ventresca and Tizhoosh [25], and since
then, it has been applied to many EAs, such as differential evolu-
tion [26], particle swarm optimization [27] and ant colony opti-
mization [28]. In [29] quasi oppositional based differential
evolution has been discussed.

The utilization of quasi-oppositional based learning (QOBL)
improves the effectiveness and quality of the solution. In this
paper, QOBL is implemented on group search optimization (GSO).
The quasi-oppositional group search optimization QOGSO employs
QOBL for population initialization and also for generation jumping.

The proposed QOGSO along with basic GSO is applied to solve
MADED problem. Here, two types of MADED problems have been
considered. These are (A) multi area dynamic economic dispatch
with valve point loading, and transmission losses, (B) multi area
dynamic economic dispatch with valve point loading multiple fuel
sources, and transmission losses. Test results obtained from
QOGSO are compared with those obtained from group search opti-
mization (GSO), biogeography-based optimization (BBO), gravita-
tional search algorithm (GSA), differential evolution (DE) and
particle swarm optimization (PSO).

Problem formulation

The objective of MADED is to minimize the total cost of supply-
ing loads to all areas over a certain period of time while satisfying
power balance constraints, generating capacity constraints, ramp
rate limits of the generators, and tie-line capacity constraints.

Two different types of MADED problems have been considered
here.

Multi area dynamic economic dispatch with valve point loading and
transmission losses

The objective function Fc , total cost of committed generators of
all areas over T number of intervals in the scheduled horizon con-
sidering the valve-point effect may be written as

Fc ¼
XT
t¼1

XN
i¼1

XMi

j¼1

Fijt Pijt
� �

¼
X

t ¼ 1T
XN
i¼1

XMi

j¼1

aij þ bijPijt þ cijP
2
ijt

þ dij � sin eij � Pmin
ij � Pijt

� �n o��� ��� ð1Þ

where Fijt Pijt
� �

is the cost function of j th generator in area i at time t.
aij; bij , cij; dij and eij are the cost coefficients of j th generator in area
i; N is the number of areas, Mi is the number of committed gener-
ators in area i; Pijt is the real power output of j th generator in area i
at time t. The MADED problem minimizes Fc subject to the follow-
ing constraints.

Real power balance constraint

XMi

j¼1

Pijt ¼ PDit þ PLit þ
X
k;k–i

Tikt i 2 N; t 2 T ð2Þ

The transmission loss PLit of area i at time tmay be expressed by
using B-coefficients as

PLit ¼
XMi

l¼1

XMi

j¼1

PijtBiljPilt þ
XMi

j¼1

B0ijPijt þ B00i t 2 T ð3Þ

where PDit real power demand of area i at time t; Tikt is the tie line
real power transfer from area i to area k at time t. Tikt is positive
when power flows from area i to area k, and Tik is negative when
power flows from area k to area i.

Real power generation capacity constraints
The real power generated by each generator should be within

its lower limit Pmin
ij , and upper limit Pmax

ij , so that

Pmin
ij 6 Pijt 6 Pmax

ij ; i 2 N; j 2 Mi; t 2 T ð4Þ

Generator ramp rate limits constraints
The ramp rate limits of each generator should be within its

ramp-up rate limit URij, and ramp-down rate limit DRij, so that

Pijt � Pijðt�1Þ 6 URij i 2 N; j 2 Mi; t ¼ 2;3; . . . ; T
Pijðt�1Þ � Pijt 6 DRij i 2 N; j 2 Mi; t ¼ 2;3; . . . ; T

ð5Þ

Tie line capacity constraints
The tie line real power transfer Tikt from area i to area k at time t

should not exceed the tie line transfer capacity for security
consideration.

�Tmax
ik 6 Tikt 6 Tmax

ik ð6Þ

where Tmax
ik is the power flow limit from area i to area k and �Tmax

ik is
the power flow limit from area k to area i.
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