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a b s t r a c t

This paper presents two new solution approaches capable of finding optimal solutions for the thermal
unit commitment problem in power generation planning. The approaches explore the concept of ‘‘math-
euristics’’, a term usually used to refer to an optimization algorithm that hybridizes (meta)heuristics with
mixed integer programming solvers, in order to speed up convergence to optimality for large scale
instances. Two algorithms are proposed: ‘‘local branching’’, and an hybridization of particle swarm opti-
mization with a mixed integer programming solver.

From extensive computational tests on a broad set of benchmarks, the algorithms were found to be able
to solve large instances. Optimal solutions were obtained for several well-known situations with dra-
matic reductions in CPU time for the larger cases, when compared to previously proposed exact methods.

� 2014 Elsevier Ltd. All rights reserved.

1. Introduction

The unit commitment problem (UCP) consists of deciding which
power generator units must be committed/decommitted in order
to satisfy demand over a planning horizon. Short-term planning
usually lasts from one day to two weeks, generally split into peri-
ods of one hour each. The production levels at which units operate
(pre-dispatch) must also be determined, and the committed units
must generally satisfy the forecasted system load and reserve
requirements, as well as a large set of technological constraints.
The most common objective is that of minimizing production
costs.

Although it has been extensively studied for several decades,
and many different optimization techniques have been proposed,
the problem is far from being closed, and research on this topic
is still ongoing. Several reasons justify the interest that remains
on the UCP: (1) it is of major practical importance for generation

companies (GENCOs), the quality of the schedules proposed having
a strong economical impact; (2) as new problem variants continu-
ously arise, it is necessary to capture their singularities and adapt
or develop new optimization methods to tackle the novelties;
and (3) being a hard combinatorial problem, until very recently
there were no methodologies that could solve instances of practical
relevance up to optimality.

For a long time the high dimensionality and combinatorial nat-
ure of the UCP curtailed attempts to solve the problem through
mixed-integer linear programming (MILP) formulations within a
general purpose MILP solver. Because of that, lagrangian relaxation
(LR) was an industrial standard, as it seemed to be the most robust
technique available that was capable of solving practical size prob-
lems and of providing independent system operators (ISOs) with a
feasible, near optimal solution within the available time. Extensive
surveys on different optimization techniques and modeling issues
are provided in [1–3]. Some recent publications are e.g. [4–6] or
[7]. Recently [4] proposed a mixed integer quadratically con-
strained program (MIQCP) based approach to solve the UCP. They
consider thermal conventional units and a simplified representa-
tion of combined cycle units, independent power producers, and
interruptible loads. In [5], a MILP based profit maximization UCP
was proposed. It considers bilateral contracts and the day-ahead
auction market. The authors in [6] proposed a method that is a
combination of improved Lagrangian relaxation and augmented
Lagrange Hopfield network enhanced by heuristic search, to solve
the UCP with ramp constraints. Finally, a sequential Lagrangian-
MILP approach was proposed in [7] to solve UCP in hydro-thermal
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power generation. Complementary strengths of LR and MILP are
explored in order to improve algorithm efficiency.

In the last few years the dramatic increase in efficiency of MILP
solvers encouraged thorough exploitation of their capabilities and
a considerable part of research in this area was directed towards
the definition of alternative, more efficient MILP formulations of
the problem (see e.g. [8–10]). Recently [11] proposed a MILP-based
procedure that is able to converge to optimality, even for large size
instances.

MILP-based approaches present several advantages compared
to LR, as thoroughly discussed in [12]. They allow easier integration
of additional constraints in the formulation; can incorporate more
complex units (such as Combined Cycle Turbines) in the model;
and even if optimal results are not available within reasonable
time, intermediate feasible solutions usually have better or equal
optimality gaps than the ones associated with LR solutions. Such
advantages have already led several ISOs to move from LR to
MILP-based solutions, and several others are considering this
move.

An open issue is related to solution optimality and how it affects
individual pay-offs in restructured markets where the ISO per-
forms a centralized unit commitment. As stated in [12], only if
problems are solved to optimality can one guarantee that units will
receive their correct dispatch and pay-off. It is therefore of vital
importance that exact methods are further explored and improved.

Although the algorithm proposed in [11] proves that it is now
possible to solve to optimality UCP instances of practical size (with
up to 100 units, for a 24 h time horizon), for the larger instances
the computational time required to reach the optimal solution
was still high. This supports the idea that new engines must be
developed and coupled to the algorithm to speed up convergence.

In this paper we explore the concept of ‘‘matheuristics’’ and use
it to speed up convergence to optimality of the algorithm proposed
in [11] for the larger instances. The term ‘‘matheuristics’’ is usually
used to refer to an optimization algorithm that integrates
(meta)heuristics and MILP strategies exploiting synergies between
them. Two approaches are explored in this work: one based on
‘‘local branching’’ [13] and another where particle swarm

optimization (PSO) [14] cooperates with the MILP solver. Both ap-
proaches were tested on several well-known test instances and, for
all of them, converged to the optimal solution. Furthermore, for
larger instances convergence to optimality was much faster than
with the methodology proposed in [11].

2. Problem formulation and base algorithm

The use of matheuristics requires the definition of a mathemat-
ical model that conveniently addresses the problem to optimize. In
[11] a full, comprehensive linearized UC model is presented. It con-
siders the following constraints: system power balance, spinning
reserve requirements, units’ minimum up and down times, pro-
duction limits, and ramps.

The objective of this problem is to minimize the total produc-
tion cost over the planning horizon, expressed as the sum of fuel,
start-up costs and shut-down costs:

minimize
X
t2T

X
u2U

FðputÞ þ Sut þ Hutð Þ: ð1Þ

We consider the traditional quadratic function for the fixed costs
FðputÞ, as follows:

FðputÞ ¼
cup2

ut þ buput þ au if yut ¼ 1;
0 otherwise:

(
ð2Þ

Shut-down costs Hut are assumed to be zero and start-up costs are
modeled as:

Sut ¼
ahot

u shot
ut if coff

ut 6 tcold
u ;

acold
u scold

ut otherwise;

(
ð3Þ

with coff
ut as the number of consecutive periods unit u was off before

period t.
For the algorithm in [11] to be used it is required that all non-

linearities of the UC problem, either in constraints or objective
function, are removed. A detailed description of the linearization
procedure of (2) proposed there is given below.

Nomenclature

Constants
T length of the planning horizon
U number of thermal units
T ¼ f1; . . . ; Tg set of planning periods
U ¼ f1; . . . ;Ug set of units
Pmin

u ; Pmax
u minimum and maximum production levels of unit u

Toff
u minimum number of periods unit u must be kept

switched off
au; bu; cu fuel cost parameters for unit u
ahot

u ; acold
u hot and cold start up costs for unit u

tcold
u number of periods after which start up of unit u is eval-

uated as cold
coff

ut number of consecutive periods unit u was off before
period t

Parameters of particle swarm optimization
w inertia weight
c1 social constant
c2 cognitive constant
r1; r2 random function
I number of particles
N maximum number of iterations

Local branching parameter
k neighborhood size

Variables: Decision variables
yut 1 if unit u is on in period t;0 otherwise
put production level of unit u, in period t

Auxiliary variables
Vut velocity
shot

ut 1 if unit u has a hot start in period t;0 otherwise
scold

ut 1 if unit u has a cold start in period t;0 otherwise

Auxiliary function
RðVutÞ probability function of Vut

Production costs
FðputÞ fuel cost of unit u in period t
Sut start up cost of unit u in period t
Hut shut down cost of unit u in period t
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