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a b s t r a c t

A new time–frequency approach for power island detection in distributed generation systems is pre-
sented in this paper, using a hybrid fast variant of the S-Transform (ST) algorithm and a fuzzy expert sys-
tem. The fast S-Transform algorithm with different types of frequency scaling, band pass filtering and
interpolation techniques, results in significantly reduced computational cost, than the conventional S-
Transform approach. The relevant spectral features of negative sequence voltage and current signals
obtained from the distributed generation (DG) system terminals are extracted from the time–frequency
matrix, obtained through fast ST. These features are used as inputs to a fuzzy expert system (FES), to dis-
tinguish between an islanding or non-islanding event, over a variety of operating conditions of the DGs
including the change of system configurations, power imbalance, etc. The accuracy and response time of
this new approach is compared with several well-known techniques (including time–frequency trans-
form based methods), by applying it on both standard and existing distribution networks.

� 2012 Elsevier Ltd. All rights reserved.

1. Introduction

Due to the growing importance of clean energy in comparison
with conventional energy production from fossil fuels, DG systems
are gradually becoming more popular all over the world. DGs com-
prise of conventional and renewable energy sources like solar, pho-
tovoltaic (PV), wind turbines, fuel cells, small-scale hydro, tidal and
wave generators, micro-turbines, etc.; these are interconnected
with power utility, supplying a portion of the total power to the
connected loads at the distribution voltage level. Further, the DG
systems exhibit high energy efficiency, low environmental im-
pacts, and improve power quality of the distribution network.
However, the steady state and dynamic behavior of the DGs affect
their connection on existing utility network giving rise to control,
protection and power quality problems [1–4]. Islanding is one such
problem, in which a distribution system becomes electrically
isolated from the rest of the power system, but continues to be
energized by DGs connected to it [5,6]. According to IEEE Std.
1547-2003 [7], an islanding detection relay should instantly dis-
connect the DG, within 2 s of formation of a power island.

Several islanding detection techniques have been reported in
recent years, and the general approach is to measure system
parameters such as changes in voltage, frequency and harmonic
distortion (passive techniques), which show significant deviation

during grid disconnection or the detection of system parameter
changes in the islanded DGs by introduction of small disturbances
(active techniques) to the DG network. Such islanding detection
techniques [8–10] include Over and Under frequency detection,
rate of change of frequency (ROCOF) and voltage vector shift
(VVS) based techniques [5,6,8–10]. An islanding detection tech-
nique must be reliable and fast in response. However, some passive
islanding detection methods [5,6,8–10] not only exhibit slow re-
sponse, but also give rise to false tripping signals.

Amongst the time–frequency approach, Wavelet Transform
(WT) and S-Transform (ST) based methods have been previously
used for islanding detection [11–14]. The wavelet based approach
[11] uses wavelet coefficients exceeding a predetermined thresh-
old to distinguish between islanding and non-islanding events,
within a certain time limit. Although Discrete Wavelet Transform
(DWT) is the most favoured time–frequency approach for power
system protection [15] and power island detection [11–14], it suf-
fers from inaccuracies due to the presence of sub harmonics,
decaying dc components and noise in the current signals. On the
other hand ST is a powerful tool for power signal disturbance
assessment [16,17], but it involves high computational overhead,
of the order of O (N2 log N) using the entire data window for the
signal. Thus, the conventional ST is not suitable for real-time appli-
cations, unless its speed is significantly increased. Although there
have been some attempts to reduce the computational overhead
for the calculation of discrete ST, the one presented recently [18]
holds significant promise, where the discrete ST is treated as a
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special case of Generalized Fourier family transform (GFT). The GFT
algorithm combines down sampling and signal cropping to pro-
duce a discrete fast ST. Such a scheme removes the retrieval of
the unwanted information, thereby limiting the computational
requirements. Computational complexity of such a Discrete Fast
S-Transform (DFST) is O (N log N) in optimal conditions.

Thus, this paper principally proposes a new islanding detection
method based on DFST which not only shows fast response, but
which is also highly reliable. The computational overhead and
calculation time of the new algorithm is substantially lesser than
the widely used conventional ST used for islanding detection in
[14], which is shown subsequently. Both the negative sequence
voltage and negative sequence current are measured at the DG
location, which are used as inputs to the DFST processing module
resulting in features like spectral energy and standard deviation
of the negative sequence voltage and negative sequence current
at different frequency levels. For detecting power islands, the fea-
tures from DFST showing significant fluctuations are given as in-
puts to the Fuzzy Rule-Based classifier, using trapezoidal
membership functions (MFs) for classification of a non-islanding
and an islanding event. The remaining paper is organized as fol-
lows: Section 2 describes the Discrete Fast S-Transform, while
Section 3 addresses the DFST-based power island detection
scheme. Section 4 depicts the feature extraction, while Section
5 presents the Fuzzy Rule-Based classifier. The simulation results
and operation of the islanding detection scheme are depicted in
Section 6. In Section 7, a detailed comparison of the proposed ap-
proach with various existing methods is presented. Lastly, the
conclusions are drawn in Section 8.

2. Discrete Fast S-Transform

Brown et al. [18] have recently proposed the Generalized Fou-
rier family transform (GFT) which treats ST as a special case. The
GFT algorithm combines down sampling and signal cropping to
produce a fast ST. The technique is based on Heisenberg’s uncer-
tainty principle, which limits the time–frequency resolution of ST
and employs a tradeoff between the time resolution and frequency
resolution. In ST the window width decreases at higher frequen-
cies, with a reduction in frequency resolution; conversely the win-
dow widths are wider at low frequencies. Hence, the signal can be
down sampled at low frequencies and cropped at high frequencies
to result in fewer samples to be evaluated. Brown et al. [18] have
employed the band pass filtering or signal cropping, in a way to re-
late it to frequency sampling through uncertainty principle.

2.1. Fast Fourier Transform (FFT)-based algorithm for evaluation of
DFST

The Generalized S-Transform of a time varying signal h(t) is ob-
tained as:

Sðs; f Þ ¼
Z 1

�1
hðtÞ �wðs� t; f Þ � expð�2piftÞdt ð1Þ

where the window function w(t, f) is chosen as

wðt; f Þ ¼ 1
rðf Þ

ffiffiffiffiffiffiffi
2p
p exp �t= 2 � rðf Þ2

� �� �
ð2Þ

and r(f) is a function of frequency as

rðf Þ ¼ a
jf j ð3Þ

Here, a is normally set to a value 0.2 for best overall performance of
S-Transform, where the contours exhibit the least edge effects; for
computing the highest frequency component of very short duration

oscillatory transients, a is made equal to 5. The S-Transform per-
forms multiresolution analysis on the signal, because the width of
its window varies inversely with frequency. This gives high time
resolution at high frequencies but, high frequency resolution at
low frequencies. However, a generalized window function has a
greater flexibility of generating required spectral component for
fault analysis [16] and hence, it is chosen here.

Thus, the standard deviation rðf Þ is chosen as,

rðf Þ ¼ w=ðaþ bf pÞ ð4Þ

where a, b are positive constants, f is the signal fundamental fre-

quency and w 6
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 þ b2

p
. In (1), the usually chosen window (w)

is a Gaussian one. Thus, the spread of the original Gaussian function
is being varied with frequency to generate the new modified Gauss-
ian window as,

wðt; f Þ ¼ aþ bf p

r
ffiffiffiffiffiffiffi
2p
p e�

ðaþbf pÞ2 t2

2k2 ; r 6
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 þ b2

q
ð5Þ

The discrete version of (1) is obtained as,

Sðj;nÞ ¼
XN�1

m¼0

H½mþ n�Gðm;nÞe
i2pmj

N ð6Þ

where

Gðm;nÞ ¼ e
�2p2m2a2=ðaþbf Þ2

n2 ð7Þ

and H(m, n) is obtained by shifting the discrete Fourier transform of
h(k) by n; H(m) is given by,

H½m� ¼ 1
N

XN�1

k¼0

hðkÞe�2pmk
N ð8Þ

and j, m, n = 0,1,2, . . . ,N � 1.
The computation of the DFST is outlined in the following steps:

Step 1: Appropriate choice of the frequency scaling is a deciding
factor for the fast computation of the algorithm. The selection of
frequency scaling method is explicated below.

2.2. Dyadic scaling

This is the most common type of the frequency scaling. Here the
frequency samples are chosen at an interval of k = {20,21,22, . . . ,2l},
2l < N. where N is the total length of the time series. The frequency
samples thus chosen act as the centre frequency for each band pass
filter. For low frequencies the band pass filter is wider and it gets
narrower as the centre frequency increases. Other than this scale,
many other scales such as logarithmic scaling, can be used depend-
ing on the application. As opposed to (N/2) number of time spec-
trum computations in the discrete S-Transform, the dyadic scale
reduces it to log2ðN2Þ and the logarithmic scale reduces it to
logeðN2Þ. The intermediate values in the scaling are approximated
using different kinds of interpolation techniques. The choice of
the interpolation technique is just a tradeoff between required pre-
cision and the computational effort in interpolating.

Step 2: Calculate the discrete Fourier Transform HðkÞ of the sig-
nal samples hðkÞ using FFT algorithm.
Step 3: Set the width of the band pass filter using uncertainty
principle.

Since the significant frequencies in most power system distur-
bances lie within 3–4 kHz, the FFT of the raw signal is filtered with
a band pass filter having cutoff frequency of nearly 4 kHz, and M is
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