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The grey dynamic model GM(1, 1), which is based on the grey system theory, has recently emerged as a
powerful tool for short term load forecasting (STLF) problem. However, GM(1, 1) is only a first order sin-
gle variable grey model, the forecasted accuracy is unsatisfactory when original data show great random-
ness. In this paper, we propose improved grey dynamic model GM(2, 1), a second order single variable
grey model, to enhance the forecasted accuracy. Then it is applied to improve STLF performance. We pro-
vide a viewpoint that the derivative and background value of GM(2, 1) model can be expressed in grey
number. Then cubic spline function is presented to calculate the derivative and background value in grey
number interval. We call the proposed model as 3spGM(2, 1) model. Additionally, Taylor approximation
method is applied to 3spGM(2, 1) for achieving the high forecasted accuracy. The improved version is
defined as T-3spGM(2, 1). The power system load data of ordinary and special days are used to validate
the proposed model. The experimental results showed that the proposed model has better performance
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1. Introduction

The short term load forecasting (STLF) problem has been widely
studied in the fields of electrical power and energy systems. The
reason is that accurate forecasting can help in the real-time power
generation, efficient energy management, and economic cost sav-
ing [1]. Up to present, proposed methods for STLF problem can
be roughly divided into four types: time series method, regression
method, expert-based method and neural network based method.
However, the successes of these methods rely on a law for the dis-
tribution of original series or a large amount of observed data [2].
Therefore, they are often difficult to carry out and are not even fea-
sible due to cost considerations [3].

We can change our attribute and look at the real world from a
different angle, system dynamics can be treated from the view-
point of the degree of information availability, we would walk
out from the shadow of large sample statistics. In modern control
theory, system dynamics are classified by the degree of informa-
tion completeness. In 1982, Deng proposed grey system theory
[4] to study the uncertainty of system. In grey system theory,
according to the degree of information, if the system information
is fully known, the system is called a white system, while the sys-
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tem information is unknown, it is called a black system. A system
with partial information known and partial information unknown
is grey system. It avoids the inherent defects of conventional, large
sample statistical methods, and only requires a limited amount of
discrete data to estimate the behavior of a system with incomplete
information.

The grey model (abbreviated as GM) based on the grey system
theory is a forecasting dynamic model and has been applied to
many forecasting fields. The GM has three properties: first, it does
not need a large amount of sample data. Second, its calculation is
simple. Third, it can use random sample data. Since 1980s, the
methods based on GM is getting more and more attention for its
promising results in STLF. In the beginning, researchers are trying
to demonstrate the feasibility of applying GM to STLF problem in
power engineering. Recently, efforts are put to improve the fore-
casting performance of GM. A wide variety of methods to improve
STLF performance have been reported as in [5-15] which include
combining with ARIMA model or neural network, error compensa-
tion and data preprocessing etc. However these methods are only
proposed based on GM(1, 1) which stands for the first order grey
model with one variable. It has been pointed out that GM(1, 1) is
unsatisfactory when original data shown great randomness [16].
Up to present, GM(2, 1), a single variable second order grey model,
has been not yet applied to resolve STLF problem in power engi-
neering. It has been indicated that GM(2, 1) model has very serious
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morbidity problem [17]. This is the reason that GM(2, 1) model has
been not widely applied.

In this paper, we propose improved GM(2, 1) model to enhance
the forecasted accuracy, then it is applied to perform load forecast-
ing. We provide a viewpoint that the derivative and background
value of GM(2, 1) model can be expressed in grey number. Then cu-
bic spline function is presented to calculate the derivative and
background value in grey number interval. We call the proposed
model as 3spGM(2, 1) model. Additionally, Taylor approximation
method is applied to 3spGM(2, 1) for achieving the high forecasted
accuracy. The improved version is defined as T-3spGM(2, 1). The
power system load data of ordinary and special days are used to
validate the effectiveness of proposed model. The experimental re-
sults show that the proposed T-3spGM(2, 1) model has better per-
formance for STLF problem.

This paper is organized as follows: Section 2 describes the grey
system theory. Section 3 introduces proposed T-3spGM(2, 1) mod-
el. In Section 4, the case study is described. Finally, conclusions are
drawn in Section 5.

2. Grey system theory

In recent years, grey system theory has become a very effective
method of solving uncertainty problems under discrete data and
incomplete information. The theory includes five major parts,
which include grey forecasting [18], grey relation [19], grey deci-
sion [20], grey programming [21] and grey control [22]. The grey
dynamic model has the advantages of establishing a model with
few data and uncertain data and has become the core of grey sys-
tem theory.

2.1. Grey system, grey set and grey number

According to the concept of the black box, a grey system is de-
fined as a system containing uncertain information presented by
grey numbers and grey variables [23]. Suppose A is a grey subset
of universal set U. A is defined by its two membership functions
Ua(x) and [1a(x), which associates with each element x [24]:

{HA(x): U—10,1]
fa(x): U= [0,1]

where 0 < pa(x) < lia(x) < 1, x € U, ua(x) and fi4(x) are the lower
and upper membership functions in A respectively. For an arbitrary
element xo,Xo can also be a vector. If ta(xo) = [ta(Xo), then xo degen-
erates into a fuzziness element whose degree of greyness is zero. It
shows that grey system theory can more flexibly deal with the fuzz-
iness situation.

A grey number is such a number whose exact value is unknown
but a rough range of the value is known. In applications, a grey
number in general is an interval or a general set of numbers [25].
If the lower and upper limits of x can be estimated and x is defined
as interval grey number.

(1)

@x = x|z =[x, % (2)

A grey number can be described with a white number as its
“representative”, where the white number is determined by using
either previously known information or through some other
means. Here, the whitening method for the grey number is given as

X=(1-x+7x 1e[0,1] (3)

where / is called whitening coefficient (or weight). When 1> 0.5,
the generation of x is said to have “emphasis more on new and less
on old information”. When A < 0.5, the generation of x is said to have
“emphasis more on old and less on new information”. And when
/.= 0.5, the generation of x is said to be “no preference”.

2.2. Grey 1-AGO and 1-IAGO

Forecasting is to analyze the developing tendency in the future
according to the past facts. Most of the forecasting methods need a
large amount of history data, and use the stochastic and statistic
method to analyzes the characteristics of the system [26]. Further-
more, because of additional noises from outside and the complex
interrelations among the system or between it and its environ-
ment, it is more difficult to analyze the system [27]. The GM can
be established on the basis of a small amount of data. The most
critical feature of GM is the use of grey generating approaches to
reduce the variation of the original data series by transforming
the data series linearly. The most commonly applied grey generat-
ing approaches are the accumulated generating operation (AGO)
and the inverse accumulated generating operation (IAGO). The
AGO converts a series lacking any obvious regularity into a strictly
monotonically increasing series to reduce the randomness of the
series, increase the smoothness of the series, and minimize inter-
ference from the random information.

It is assumed that the uncertain behavior of system can be rep-
resented by the grey process, denoted by x(®. Where
x© = (x90), x°(1), ..., x%(n)} is original data series of real num-
bers with irregular distribution. Then 1-AGO generation series x(*)
for %) is given by

xV(j) = Ej:x“’)(i) 4)
i=0

Then xV = {32 x© (i), S xOi), ..., Z?:0x<°>(i)}, which is the
first order AGO series obtained from x©.

From Eq. (4), it is obvious that the original data x°X(i) can be
easily recovered from x(1(i) as

X0 (i) = xM (i) — xV (i — 1) (5)

where x(°(0) = x")(0). This operation is called first order IAGO (1-
IAGO).

2.3. GM(1, 1) model

The grey forecasting GM(1, 1) model can be expressed by one
variable, and first order differential equation as
dXU)
- 1 —

a T b (6)
where the coefficients a and b are called developing and grey input
coefficient, respectively. Let sampling time At =1, then by least-
square method, the coefficients a and b can be obtained as

a— m — ATA'ATX, (7)
where
—Z0(1) 1
—Z0(2) 1
A= (8)
—Z0m) 1
x0(1)
x9(2)
Xn = 9)
xO(n)
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