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a b s t r a c t

The nonlinear characteristics and time-varying conditions of modern power system make the classic lin-
ear control method incapable of action, meanwhile the existing nonlinear control methods and the intel-
ligent control technology cannot obtain satisfactory control effect. A novel excitation controller is
proposed based on grey prediction technology and extension control strategy, which can improve the
power system stability to a greater degree because it combines the former ‘prior control’ and the latter’s
advantage that does not require a precise mathematical model and the real-time performance is good.
The simulation results on a single machine infinite bus power system and multi-machine system show
that the grey prediction extension excitation controller has better control effect compared with tradi-
tional control mode and general extension control method.

� 2016 Elsevier Ltd. All rights reserved.

Introduction

Excitation control system is an important part of automatic reg-
ulation system of generator, and it has a direct impact on the sta-
bility of power system. The control effect of excitation controller is
relevant to the complexity of power system and control strategies
taken by researchers. Due to the nonlinear characteristics and
time-varying conditions of modern power system, the conven-
tional PID excitation control method based on the classic linear
control theory could do nothing. The introduction of PSS makes
up for its shortcomings to a greater degree, but it still cannot
obtain satisfactory control effect. In recent years, some methods
on the basis of modern control theory, such as differential geome-
try control [1], variable structure control [2,3], adaptive control
[4,5] and the Hamiltonian method [6], or intelligent methods rep-
resented by fuzzy control [7,8] and neural network control [9,10]
are applied to the design of excitation controller or PSS. The stabil-
ity of power system is improved greatly. However, these control
methods either have a complex control law and a large online cal-
culation, or their rule bank design is sophisticated and the training
sample is difficult to obtain. Therefore, it is not easy to solve the
real-time problem and the engineering practicability is poor.

In recent years, some new control methods proposed by Chi-
nese scholars have attracted people’s attentions, and the grey pre-
diction control and extension control are the two most

representatives. Grey prediction control uses plenty of data reflect-
ing the different behaviours of system over the past different time
to establish grey model, according to the principle of metabolism.
Then it finds the development rule of system by using the built
model, predicts the future behaviour of system, compares forecast
results with a given reference, and pre-controls the deviation that
may occurs later, is a kind of advance control of ‘‘Nip in the bud”.
Extension control is a new intelligent control method combining
extenics with feedback theory. The basic idea is to process control
problems from the perspective of information transformation, that
is to say, using the conformity of control input information (corre-
lation) as a basis to determine the control output correction quan-
tity, thus enabling the controlled information to reach the qualified
range. On the application of the grey prediction control technology
and extension control method in the power system, the relevant
experts and scholars have made some exploration and achieved
gratifying results [11–17].

Extension control does not require an accurate mathematical
model, and has good real-time performance. However, because of
the inherent hysteresis of control system, extension controller like
other ‘‘post” control methods, can’t achieve the accurate control
effect. In general, the grey prediction control, which is a kind of
composite control method, combines grey prediction with a con-
trol strategy (such as PID control and fuzzy control) to pre-
control the deviation that may occur. Among them, the grey pre-
diction link can be seen as the auxiliary part, and its function is
to preprocess input data of the main controller. Therefore, that it
makes full use of their respective advantages through combining
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the grey prediction method with extension control technology, can
obtain the better control effect. This paper will combine the two,
used in the design of excitation controller of generator. The simu-
lation results on a single machine infinite bus power system and
multi-machine system show that the grey prediction extension
excitation controller has better control effect compared with tradi-
tional control mode and separate extension control method.

Grey prediction method and extension control strategy

Grey prediction method

The foundation of the grey prediction method is the single vari-
able first-order grey model GM(1,1). Following the principle of grey
modelling and prediction:

Non-negative original data sequence is given as follows:

yð0Þ ¼ fyð0Þ1 ; yð0Þ2 ; . . . ; yð0Þn g ð1Þ
Many of them are irregular, random, and there are obvious

swing. If we put a accumulated generating operation (AGO) into
the original data, we can obtain new data sequence

yð1Þ ¼ fyð1Þ1 ; yð1Þ2 ; . . . ; yð1Þn g ð2Þ

where yð1Þi ¼ Pi
k¼1y

ð0Þ
k , i = 1 � n, n is the original data point.

The new data sequence is a monotone increasing curve, which
indicates the volatility of original data are weakened and become
more regular. So we can use a certain of function to fit approxima-
tion, and make a more accurate prediction of the later data.

Based on the type (1), (2), the grey model GM (1,1) is

yð0Þi þ azð1Þi ¼ b; i ¼ 1 � nð Þ ð3Þ

In the equation, zð1Þi ¼ ðyð1Þi þ yð1Þi�1Þ=2; a is the development coeffi-
cient; b is the grey action; a and b are obtained according to the
least square criterion
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BTyN ð4Þ
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Whiten Eq. (3), and the equation is

dyð1Þ

dt
þ ayð1Þ ¼ b ð5Þ

Its solution is

ŷð1Þiþp ¼ yð0Þ1 � b
a

� �
e�aðiþp�1Þ þ b

a
ð6Þ

The forecasted value of y(0) can be obtained by serial-down

ŷð0Þiþp ¼ ŷð1Þiþpþ1 � ŷð1Þiþp ð7Þ

In the Eqs. (6) and (7), p is prediction step length.

Extension control strategy

The extension controller consists of feature extraction, correla-
tion calculation, measure mode recognition and control strategy.
The structure of unit feedback control system using the extension
control strategy is shown in Fig. 1, and the extension controller is
in the dashed box.

(1) Feature extraction: The typical variables to describe the
motion state of the system are known as the characteristic
parameter. In general, we choose reference input r and the devi-
ation e and the differential ė of output y of system as character-
istic parameters.
(2) Correlation calculation: In order to compute the correlation
degree, we must firstly establish extension sets describing the
characteristic state of control system. Therefore we need to
establish the classical domain and extension field of character-
istic parameters. Suppose the normal range (classical domain)
of the deviation e and its differential ė is respectively [�egm,
egm] and [�ėgm, ėgm], and the range of maximum allowed(exten-
sion domain) is respectively [�em, em] and [�ėm, ėm]. And the
extension sets of characteristic parameters are shown in Fig. 2.

Suppose the origin of the characteristic plane e � ė is S0(0,0),

and defines M0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e2gm þ _e2gm

q
and M�1 ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

e2m þ _e2m
p

. S (e, ė), any

point in the plane e � ė, meets the correlation function

KðSÞ ¼
1� jSS0j=M0; S 2 Rgy

ðM0 � jSS0jÞ= M�1 �M0ð Þ; S R Rgy

(
ð8Þ

In the equation, jSS0j ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
kae2 þ kb _e2

p
, Rgy is the classical domain of

Fig. 2, ka, kb is the weighted coefficient, and they are decided by
the characteristic state of control system. The correlation of any
point S (e, ė) can be obtained by this equation.

(3) Measure mode recognition: We can recognize measure model
according to the correlation degree of a point. Measure mode is
divided into the following three kinds, respectively correspond-
ing to the classical domain, extension field and non field.
i. Measure mode M1 = {S|K(S)P 0}, says the characteristic state
belongs to the classical domain. Then the characteristic param-
eter is in the control index range, and the bigger K(S) is, the
easier it is to control the system.
ii. Measure mode M2 = {S|�1 6 K(S) < 0}, indicates the charac-
teristic state belongs to the extension domain. Characteristic
parameter of this mode doesn’t meet the control requirements,
but we can transform the values of control variables to the
range required. K(S) reflects the degree of difficulty of control
transformation in the control variables selected, and the more
negative it is, the more amount of control quantity we need,
which is more difficult to achieve the above transformation.
iii. Measure mode M3 = {S|K(S)<�1}, show, in the control vol-
ume selected, the feature state of the system is greatly deviated
from the classical domain, in a non domain. At this time, not by
changing the values of control variables makes it transform to
the range required, we need to transform the control variables.
(4) Control strategy: We can get the corresponding control strat-
egy after identifying the current state of measure model of sys-
tem. Inference rules are: If measure mode Mn, Then the control
strategy Dn (n = 1,2,3).
i. The measure mode M1, as the characteristic quantity is in the
control index range, we can use the classical PID control strat-
egy. The controller output

uðtÞ ¼ kPeþ kI

Z
edt þ kD

de
dt

ð9Þ

where kP, kI and kD are respectively the proportional, integral
and differential coefficient of the PID controller.
ii. About the measure mode M2, we can use the extension con-
trol strategy. The controller output

uðtÞ ¼ yðtÞ=kc þ keKðSÞ �signðeÞð Þ ð10Þ

M.-d. Wang et al. / Electrical Power and Energy Systems 79 (2016) 188–195 189



Download English Version:

https://daneshyari.com/en/article/400386

Download Persian Version:

https://daneshyari.com/article/400386

Daneshyari.com

https://daneshyari.com/en/article/400386
https://daneshyari.com/article/400386
https://daneshyari.com

