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a b s t r a c t

In recent studies, PSO algorithm is applied to solve OPF problem. However, population based optimiza-
tion method requires higher computing time to find optimal point. This shortcoming is overcome by a
straightforward parallelization of PSO algorithm. The developed parallel PSO algorithm is implemented
on a PC-cluster system with 8 Intel Pentium IV 2 GHz processors. The proposed approach has been tested
on the test systems. The results showed that computing time of parallelized PSO algorithm can be
reduced by parallel processing without losing the quality of solution.

� 2011 Elsevier Ltd. All rights reserved.

1. Introduction

Optimal Power Flow (OPF) is a useful tool in planning and oper-
ation of a power system. The OPF problem can be described as the
optimal allocation of power system controls to satisfy the specific
objective function such as fuel cost, power loss, and bus voltage
deviation. The control variables include the generator real powers,
the generator bus voltages, the tap ratios of transformer and the
reactive power generations of VAR sources. Therefore, the OPF
problem is a large-scale highly constrained nonlinear non-convex
optimization problem [1]. Recently, many heuristic optimization
methods in [2–4] to overcome the limitations of the mathematical
programming approaches have been investigated. Particle Swarm
Optimization (PSO) is a newly proposed population based heuristic
optimization algorithm [5]. Compared with other heuristic optimi-
zation methods, PSO has comparable or even superior search per-
formance for some hard optimization problems in real power
systems [6–8]. However, population based optimal research meth-
ods such as GA, EP and PSO require relatively higher computing
time than conventional optimization techniques. In parallel pro-
cessing, problems are divided into several sub problems, and allo-
cated to each processor. This can reduce computing time and
enhance computation efficiency [9]. In this paper, parallel PSO
algorithm is proposed to improve the computing time and also

PC-cluster system is developed to implement parallel PSO algo-
rithm. To verify the usefulness of the proposed algorithm, parallel
PSO algorithm has been tested and compared with standard PSO
algorithm having with single processor. The standard IEEE 30 and
118-bus power systems have been employed to carry out the sim-
ulation study.

2. Optimal power flow problem formulation

The OPF problem can be formulated as a constrained optimiza-
tion problem as follows:

Minimize f ðx;uÞ ð1Þ
subject to gðx;uÞ ¼ 0 ð2Þ

hðx;uÞ 6 0 ð3Þ

where x is a set of state variables, and u is a set of controllable
variables.

In this paper, the objective function of OPF is minimization of
fuel cost for all generators which can be formulated as follows:

Min f ðPgiÞ ¼
XNg

i¼1

ai þ biPgi þ ciP
2
gi

� �
ð4Þ

where f(Pgi) is the total fuel cost ($/h) of all generators; Pgi is the
active power output generated by the ith generator; ai, bi, ci are fuel
cost coefficients; and Ng is the total number of generators. The
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equality constraints g(x, u) are the nonlinear power flow equations
which are formulated as follows:

Pgi � Pdi � Vi

XNb

j¼1

VjYij cosðhi � hj �uijÞ ¼ 0 i ¼ 1; . . . ;Ng ð5Þ

Q gi � Q di � Vi

XNb

j¼1

VjYij sinðhi � hj �uijÞ ¼ 0 i ¼ 1; . . . ;Ng ð6Þ

where Pgi and Qgi are the active and reactive power generations at
bus i; Pdi and Qdi are the active and reactive power demands at
bus i; Vi and Vj are the voltage magnitude at bus i and j respectively;
hi and hj are the voltage angles at buses i and j respectively; uij is the
admittance angle; Yij is the admittance magnitude; and Nb is the to-
tal number of buses.

The OPF inequality constraints, h(x, u), represent limits of con-
trol variables and state variables. The system operation constraints
consist of the transmission line loadings, load bus voltages, reac-
tive power generations of generator, and active power generation
of slack generator. These variables should be within the set lower
and upper limits.

Si 6 Si 6 Smax
i i ¼ 1;2; . . . ;Nl ð7Þ

Vmin
i 6 Vi 6 Vmax

i i ¼ 1;2; . . . ;Nb ð8Þ

Q min
gi 6 Q gi 6 Q max

gi i ¼ 1;2; . . . ;Ng ð9Þ

Pmin
gs 6 Pgs 6 Pmax

gs ð10Þ

Concerning control variables, active power output and voltage
of generators, transformers tap ratio, and shunt capacitors are re-
stricted by lower and upper limits as follows:

Pmin
gi 6 Pgi 6 Pmax

gi i ¼ 1;2; . . . ;Ng � 1 ð11Þ

Vmin
gi 6 Vgi 6 Vmax

gi i ¼ 1;2; . . . ;Ng ð12Þ

tmin
i 6 ti 6 tmax

i i ¼ 1;2; . . . ;Nt ð13Þ

shmin
i 6 shi 6 shmax

i i ¼ 1;2; . . . ;Nsh ð14Þ

3. Parallel computation of PSO algorithm using PC clustering

3.1. PC cluster system

After mid 1980, high performance computers have been needed
according to the development of large scale science and engineer-
ing. Since supercomputers are expensive, cluster systems replaced
supercomputers because it has the availability of inexpensive high
performance PCs, and high speed networks, and development of
integrated circuits. PC cluster system provides higher availability
as well as greater performance by lower cost with interconnecting
several PCs or workstations. PC cluster system is very competitive
with parallel machine in terms of a ratio of cost to performance be-
cause clustering is one of the types of parallel or distributed pro-
cessing system, which is composed of a collection of
interconnected low cost PCs working together as single and inte-
grated computing resources. Also, it is easy to add nodes that con-
struct the PC cluster. A basic construction diagram for PC cluster is
shown in Fig. 1.

The performance of the PC cluster system depends on the qual-
ity of message passing system, libraries, and compilers for parallel
programming and performance of individual nodes. Therefore, it is

important to select each component described above properly to
obtain better performance. The PC cluster system implemented
in this paper is composed of eight nodes based on fast Ethernet
with Ethernet switch. For operating system, master node uses
Windows 2000 server, and slave nodes use Windows 2000 pro.
To connect each node, fast Ethernet card and switching hub were
used. In data communication, MPI library was used, which is effec-
tive for parallel application by using message-passing method
through TCP/IP over Internet. Symantec PC anywhere was used
for remote control of each node, and MS visual C++ 6.0 was used
for compilers of parallel programming. Table 1 shows the picture
and the specification of the PC cluster system developed in this
paper.

3.2. Parallel computing of PSO algorithm

The PSO is basically developed through the simulation of bird
flocking in two-dimensional space. In PSO, each particle i
(i = 1, . . . , N) in the population is characterized by three vectors
(xi, vi, pi) which represent their temporal position, velocity, and
the best position. The fitness of each particle is given by the func-
tion value f(xi). Each particle stores its best position pi called per-
sonal best, p-best, which gives the best fitness in memory. They
can also consult their neighbor’s best position. Most simply, the
neighbor is the whole population (fully connected topology), and
therefore, the neighbor’s best is the best position among personal
bests of the whole population. Hence, the position pg is called glo-
bal best. Now each particle i moves around the search space, and
renews its velocity using its past experience (personal best) and
the population’s experience (global best) as follows:

v i ¼ xv i þ c1r1ðpi � xiÞ þ c2r2ðpg � xiÞ ð15Þ

The parameter c1 and c2 are the acceleration constant, r1 and r2

are the uniform random numbers within the range [0, 1]. If vi is lar-
ger than a predefined velocity vmax called maximum velocity, it is
set to vmax. Similarly, if it is smaller than �vmax, it is fixed to �vmax.
The parameter x is called inertia weight [10], which controls the
exploration (global search)–exploitation (local search) tradeoff.

x ¼ ðxini �xfinÞ � ðMAXiteration � IterationÞ=MAXiteration

þxfin ð16Þ

Then the particle changes its position by the ‘‘equation of
motion’’:

xi ¼ xi þ v i ð17Þ

The population size is one of the key factors that will affect the
search performance of the PSO algorithm for seeking the optimal
solution. The larger population size can guarantee the higher
chance of obtaining the optimal solution. However, it is obvious
that more computing time is needed. To reduce the computing
time with same quality of solution, parallel PSO algorithm is pro-
posed and paralleled by the PC cluster system. The most important
issue of parallelizing PSO algorithm is exchange model of evolution
information. Different ways will result in different performances.
The proposed configuration is a kind of parallel algorithm based
on coarse grain model, in which the population is divided into
some sub-populations evolving independently.

Each sub-population exchanges require information only be-
tween two neighboring sub-populations connected by arrowed
lines as shown in Fig. 2. Each sub-population is allocated in each
processor that involves in parallel computing. With each processor
that can communicate with the neighboring sub-populations, the
best solution of each processor is transferred to the neighboring
processors by migration operation every generation. The flowchart
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