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a b s t r a c t

The paper is focused on an application of sequential three-way decisions and granular computing to the

problem of multi-class statistical recognition of the objects, which can be represented as a sequence of in-

dependent homogeneous (regular) segments. As the segmentation algorithms usually make it possible to

choose the degree of homogeneity of the features in a segment, we propose to associate each object with a

set of such piecewise regular representations (granules). The coarse-grained granules stand for a low num-

ber of weakly homogeneous segments. On the contrary, a sequence with a large count of high-homogeneous

small segments is considered as a fine-grained granule. During recognition, the sequential analysis of each

granularity level is performed. The next level with the finer granularity is processed, only if the decision at

the current level is unreliable. The conventional Chow’s rule is used for a non-commitment option. The deci-

sion on each granularity level is proposed to be also sequential. The probabilistic rough set of the distance of

objects from different classes at each level is created. If the distance between the query object and the next

checked reference object is included in the negative region (i.e., it is less than a fixed threshold), the search

procedure is terminated. Experimental results in face recognition with the Essex dataset and the state-of-the-

art HOG features are presented. It is demonstrated, that the proposed approach can increase the recognition

performance in 2.5–6.5 times, in comparison with the conventional PHOG (pyramid HOG) method.

© 2015 Elsevier B.V. All rights reserved.

1. Introduction

Three-way decisions (TWD) [1] is an emergent theory, which is

expected to be widely used in many knowledge-based systems. It has

grown from the key idea of the rough set theory [2], namely, the divi-

sion of the universal set of the analyzed objects into positive, negative

and boundary regions. In practice, the probabilistic rough sets with

variable precision [3] are used to introduce an uncertainty in the def-

inition of these regions. Though the theory of TWD is well-studied

[1,4–6], its application in practical tasks is still under research [7].

Pattern recognition [8] and data mining [9] are one of the most

crucial research area, where TWD can be obviously used. There are

several successful applications of TWD in such data mining tasks,

as clustering [10,11], attribute reduction [12,13] and recommender

systems [14]. However, the usage of TWD in the classification prob-

lem is still under an active research [15]. In the classification task it
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is required to assign a query object X to one of C classes, specified

by the database of the reference (model) objects {Xr}, r ∈ {1, … , R}.

It is assumed, that the class label c(r) ∈ {1, … , C} of the rth model

object is known. In fact, three options of acceptance, rejection and

non-commitment are well interpreted in the binary classification task

(C = 2). It includes three kinds of decision: positive (accept the first

class), negative (reject the first class and accept the second class), and

boundary (delay the final decision and do not accept either first or

second class). Unlike the traditional two-way decision, the three-way

decision incorporates the delay decision as an optional one. It is se-

lected, if the cost of such delay is minimal [1]. For example, in a still-

to-still video-based image recognition [16], it may not be possible to

classify the video frame, reliably. Hence, the decision may be delayed

and the next frame is analyzed.

The idea of TWD can be enhanced to multi-class recognition (C >

2). In this case, we have (C + 1)-way decisions: accept any of C classes

or delay the decision process, in case of an unreliable classification

result [17]. It is of great importance in practice, besides taking a hard

decision, to allow such a reject option (“I do not know”). Statistically

optimal rule for such a reject option was introduced by Chow in [18].

Nevertheless, as it is mentioned in [19], this option is often ignored

in the statistical literature. On the other hand, in the engineering
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community the reject option is more common and empirically shown

to effectively reduce the misclassification rate [20–22].

Though TWD is incorporated in the pattern recognition task as a

reject option, its combination with granular computing [23–25] in

a hierarchical classification system [26] seems to be very promis-

ing [27,28]. If the analyzed object is complex (e.g., the facial image

which consists of eyes, a nose and mouth regions), its examination

at various granulation levels can be used to significantly improve

the recognition quality. It is the key idea of the convolution neural

networks, which have been recently proved to reach the quality of

human recognition in several image classification tasks [29]. One of

the most practically important examples of the potential of granular

computing here, is the PHOG (Pyramid Histogram of Oriented Gra-

dients) image descriptor [30]. According to this method, an image is

divided at each granularity level into a regular grid of blocks and the

HOG (Histogram of Oriented Gradients) is calculated in each block.

The pyramid of grids is built, and the HOGs of the query and the

model objects are matched at each level of the hierarchy (pyramid).

The final distance between objects is calculated as a weighted sum of

distances between the HOGs in the pyramid. It was shown [30] that

this method achieves 10%-higher accuracy, in comparison with the

state-of-the-art HOG method [31]. Unfortunately, the performance of

such a hierarchical approach is usually much worse, in comparison

with the conventional non-hierarchical algorithms. For instance, the

dimensionality of the PHOG descriptor is usually 2–3 times higher,

than the dimensionality of the HOG. Hence, despite the lower num-

ber of blocks in the coarse levels, the PHOG recognition time is

1.3–2 times higher, than the classification time of the conventional

HOG.

Thus, the insufficient classification speed of such hierarchical sys-

tems is a crucial problem. An obvious way to improve the perfor-

mance is to use a sequential analysis [32], and, in particular, sequen-

tial TWD [6,33]. Namely, an object is analyzed at many granularity

levels. If the decision at the higher granularity level is reliable enough,

i.e., the reject option has not been chosen, the classification process is

terminated. Only if it is impossible to obtain a reliable solution at the

current level, an object is analyzed in a more detailed way at the next

level. Though this idea is quite obvious, it is necessary to address at

least three questions:

• How to define granularity levels in a general way, in practically

important pattern recognition tasks, so that high granularity lev-

els are processed faster, than the lower one? For instance, the pa-

per [15] introduces sequential TWD for face recognition problem.

The facial image at each granularity level is represented with an

eigenface [34], i.e. a variable granulation technique is used [23].

Though, this approach definitely allows to increase the recogni-

tion accuracy by the fusion of decisions at all levels, the classifica-

tion performance at every level is the same.

• In contrast with conventional sequential TWD [33], the most re-

liable decision in pattern recognition is not necessary obtained

at the low granularity level in all cases. How to define the way to

make a final decision if the reject option is chosen at the last level?

• If the number of classes C is high, then the recognition speed will

be slow even at the high granularity level [35]. Is it possible to

apply sequential TWD to deal with this issue?

In this paper we suggest our answers to all these questions. First,

the objects of interest are detected with any known object detec-

tion algorithm [36]. We assume, that the analyzed objects contain

several independent homogeneous (regular, “stationary”) parts. We

will call such objects piecewise regular. Hence, each object can be

divided into a sequence of homogeneous parts by an arbitrary seg-

mentation method [37]. Among the known segmentation algorithms,

a researcher can choose the region growing, contour detection al-

gorithms or a simple object’s division into non-overlapping frames

of the fixed size. Each segment is represented as a sample of inde-

pendent identically distributed feature vectors [38]. In this case, the

granularity level is defined by the parameters of the segmentation al-

gorithm. As such algorithms usually make it possible to choose the

degree of homogeneity of the features inside a segment, we asso-

ciate each object with a set of such piecewise regular representa-

tions (granules). Fine-grained granules stand for a sequence with a

large count of high-homogeneous small segments. On the contrary,

sets of a low number of weakly homogeneous large samples are con-

sidered as a coarse-grained granule. The recognition procedure at

each level is implemented with the statistical approach [8] by match-

ing the distributions of each segment. In this case, it is known that

the Bayesian decision is equivalent to the nearest neighbor method

with the Kullback–Leibler divergence [39]. The Chow’s rule is used

to reject an unreliable solution and move to the finest granularity

level [18].

Second, if decisions at all levels are unreliable, we propose to im-

plement the classifier fusion with the maximal posterior probability

method [8]. In fact, the least unreliable decision is chosen.

Third, we perform the sequential analysis at each hierarchical

level. Namely, the probabilistic rough set is created for the distance

of objects from different classes. If the distance between the query

object and the next model is included in the negative region (i.e., it

is less than a fixed threshold), the search procedure is terminated

and, as a result, this model is returned. In fact, this approach is in-

tegrated in various approximate nearest-neighbor methods in the

range queries [40,41].

The rest of the paper is organized in the following way: Section 2.1

briefly presents the application of granular computing to statisti-

cal recognition of piecewise regular objects. In Section 2.2, sequen-

tial TWD is explored. Section 2.3 deals with the problem of insuf-

ficient recognition speed in case of the large number of classes. In

Section 3, we present the experimental study of the proposed ap-

proach in face recognition task with the Essex dataset. Finally, con-

cluding comments are given in Section 4.

2. Materials and methods

2.1. Recognition of piecewise regular objects with granular computing

To simplify the further discussion, we assume that an object of in-

terest X is detected by any known algorithm. For instance, Viola–Jones

cascade classifier [36] can be used in image processing. For clarity,

let us define the query object X as M-dimensional vector [x1, . . . , xM].

Suppose X ⊂ R
M is the finite nonempty set of the analyzed

objects.

According to the theory of granular computing [33,42], we an-

alyze L levels of granularity {1, 2, … , L}, with 1 representing the

ground level and L the coarsest granularity. In this article we ap-

ply the segmentation procedure to the object X at every level, i.e.,

the query object X at the lth level is described by K(l) ≥ 1 homoge-

neous (regular) segments X(l) = {X(l)(k)|k ∈ {1, . . . , K(l)}}. Each kth

segment is defined by its boundaries (m
(l)
1

(k), m
(l)
2

(k)), i.e., the kth

segment is represented as a vector [x
m

(l)
1

(k)
, . . . , x

m
(l)
2

(k)
]. We assume,

that the segments are non-overlapped and it is possible, that sev-

eral points of the original vector are not included in any segment,

i.e. 1 ≤ m
(l)
1

(1) < m
(l)
2

(1) < m
(l)
1

(2) < · · · < m
(l)
1

(k) < m
(l)
2

(k) < · · · <

m
(l)
2

(K(l)) ≤ M. The most simple way to divide X into a set of

regular segments: m
(l)
1

(k) = 1 + �(M · (k − 1))/K(l)�, m
(l)
2

(k) = �(M ·
k)/K(l)�, where � · � is the floor round function. In fact, more com-

plex segmentation algorithms can be applied. For example, region-

growing, clustering, histogram-based methods, etc. are widely used

in image processing [37].

We assume, that each granularity level differs in the parame-

ters of segmentation algorithm. The more homogeneous the resulted
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