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a b s t r a c t

This paper aims to develop a data-driven approximate causal inference model using the newly-proposed
evidential reasoning (ER) rule. The ER rule constitutes a generic conjunctive probabilistic reasoning pro-
cess and generalises Dempster’s rule and Bayesian inference. The belief rule based (BRB) methodology
was developed to model complicated nonlinear causal relationships between antecedent attributes
and consequents on the basis of the ER algorithm and traditional IF-THEN rule-based systems, and in
essence it keeps methodological consistency with Bayesian Network (BN). In this paper, we firstly intro-
duce the ER rule and then analyse its inference patterns with respect to the bounded sum of individual
support and the orthogonal sum of collective support from multiple pieces of independent evidence.
Furthermore, we propose an approximate causal inference model with the kernel mechanism of
data-based approximate causal modelling and optimal learning. The exploratory approximate causal
inference model inherits the main strengths of BN, BRB and relevant techniques, and can potentially
extend the boundaries of applying approximate causal inference to complex decision and risk analysis,
system identification, fault diagnosis, etc. A numerical study on the practical pipeline leak detection prob-
lem demonstrates the applicability and capability of the proposed data-driven approximate causal infer-
ence model.

� 2015 Elsevier B.V. All rights reserved.

1. Introduction

The evidential reasoning (ER) rule has been established recently
to combine multiple pieces of independent evidence conjunctively
with weights and reliabilities [34]. Through the implementation of
the orthogonal sum operation on weighted belief distributions
with reliabilities, the ER rule takes into account both individual
and collective support from two pieces of evidence in a rational
way, and it constitutes a generic conjunctive probabilistic reason-
ing process or a generalised Bayesian inference process [34,35]. In
inheritance of the basic probabilistic properties of being associa-
tive and commutative, the ER rule can be easily used to aggregate
multiple pieces of evidence recursively. It is expected that the ER
rule can further extend the boundaries of existing Bayesian infer-
ence methodology and provide a scientific way of reasoning with
various probabilistic uncertainties. The ER rule advances the sem-
inal Dempster–Shafer (D–S) theory of evidence [7,16] and the orig-
inal ER algorithm [29,33]. It has been proved that (1) Dempster’s

combination rule is a special case of the ER rule when each piece
of evidence is fully reliable, and (2) the ER algorithm is also a spe-
cial case when the reliability of each piece of evidence is assumed
to be equal to its normalised weight. In a theoretical sense, the reli-
ability of each piece of evidence is used to measure its inherent
quality of the information source, and contrarily the normalised
weight reflects its relative importance compared with other pieces
of evidence [34]. Previously it was widely accepted that the D–S
theory of evidence is one of the most prominent work to generalise
Bayesian inference, which consists of a rigorous probabilistic rea-
soning process [16,34]. In the D–S theory, a frame of discernment
is defined by a set of mutually exclusive and collectively exhaus-
tive hypotheses. It is assumed that basic probabilities can be
assigned to not only singleton hypotheses but also any subsets of
hypotheses. As a result, each piece of evidence is profiled by a
belief distribution on the power set of the frame of discernment.
Correspondingly, belief distribution is a generalisation of conven-
tional probability distribution in which basic probabilities are only
assigned to singleton hypothesis. However, when combining
highly or completely conflicting evidence, Dempster’s rule combi-
nation was found to generate counter-intuitive results [36,27].
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Thereafter, much work has been undertaken to resolve the issue
and design new combination rules [18,9,28]. The ER algorithm
was originally presented in the context of multiple criteria decision
analysis. The holistic approach consists of the belief structure for
modelling various types of uncertainty [31,25], the rule and utility
based information transformation techniques [29], and the ER
algorithm for information aggregation [33], etc. In the past twenty
years, the ER algorithm has been widely applied to many system
and decision analysis problems as surveyed by Xu [25]. It has also
been extended to multi-criteria fuzzy decision-making problems
[22,23], fuzzy failure mode and effects analysis [13], rule-base evi-
dential reasoning [8], group decision analysis [11], medical diagno-
sis [24], and so on. Furthermore, the ER algorithm was introduced
to extend traditional If-Then rule based systems to belief rule
based (BRB) systems [30]. The BRB methodology employs the
informative belief structure to represent various types of informa-
tion and knowledge with uncertainties and shows superior capa-
bility of approximating complicated nonlinear causal
relationships across a wide variety of application areas, including
fault diagnosis, system identification, risk and decision analysis
[26,1,37,6,4].

Given that the ER rule has explicitly generalised the D–S theory
of evidence and the original ER algorithm, it becomes perfectly log-
ical and also extremely important to revisit and further improve
those techniques which were previously developed from the latter
two methods. In this paper, we aim to conduct some exploratory
research of building a data-driven approximate causal inference
model using the ER Rule and sharpening the edges of the ER and
BRB methodologies. The rest of the paper is organised as follows:
in Section 2, the inference patterns of the ER rule with respect to
the bounded sum of individual support and the orthogonal sum
of collective support from multiple pieces of evidence are analysed
on the basis of its fundamentals. In Section 3, an approximate cau-
sal inference model using the ER rule is explored in view of
data-based causal modelling and optimal learning. A numerical
study is conducted to illustrate the applicability of the proposed
data-driven approximate causal inference model in Section 4.
Some concluding remarks are presented in Section 5.

2. The ER rule for inference

2.1. Brief introduction of the ER rule

Suppose a frame of discernment H ¼ fh1; . . . ; hNg is a set of
mutually exclusive and collectively exhaustive hypotheses, with
hn \ hm ¼ ; for any n;m 2 f1; . . . ;Ng and n – m where ; is an empty
set. The power set of H, denoted by PðHÞ or 2H, consists of 2N sub-
sets of H as follows

PðHÞ ¼ 2H ¼ f;; h1; . . . ; hN; h1; h2f g; . . . ; h1; hNf g; . . . ; h1; hN�1f g;Hg
ð1Þ

In the ER rule, a piece of evidence ei is profiled by the following
belief distribution.

ei ¼ h; ph;i

� �
;8h # H;

X
h # H

ph;i ¼ 1

( )
ð2Þ

where ph;i denotes the degree of belief to which the evidence ei sup-
ports proposition h being any element of PðHÞ except for the empty
set. h; ph;i

� �
is referred to as a focal element of ei if ph;i > 0.

Specifically, the degree of belief assigned exactly to the complete
set H reflects the degree of global ignorance, and to a smaller subset
of H except for any singleton proposition measures the degree of
local ignorance. If there is no local or global ignorance, the belief
distribution reduces to a classical probability distribution [34].

Each piece of evidence ei is also associated with a weight and a
reliability, denoted by wi and ri respectively. It is worth noting that
weight and reliability are not differentiated clearly in many infor-
mation aggregation methods [17,34]. In the ER framework, the
weight is used to reflect the relative importance of a piece of evi-
dence in comparison with other evidence, and nevertheless the
reliability is the inherent property of the evidence and sets the
degree of support for a proposition.

As a result, there are mainly three elements to be taken into
account when combining a piece of evidence with other evidence:
its belief distribution, weight and reliability. The reasoning process
in the ER rule is achieved by defining a weighted belief distribution
with reliability [34].

mi ¼ h; emh;i
� �

;8h # H; ðP Hð Þ; emPðHÞ;iÞ
� �

ð3Þ

where emh;i measures the degree of support for h from ei with taking
into account all the three elements.

emh;i¼
0; h¼;
crw;imh;i; h#H;h–;
crw;i 1�rið Þ; h¼PðHÞ

8><>: or emh;i¼
0; h¼;ewiph;i; h#H;h–;
1� ewi; h¼PðHÞ

8><>:
ð4Þ

where mh;i ¼ wiph;i and crw;i ¼ 1=ð1þwi � riÞ. The normalisation fac-
tor crw;i determines

P
h # H

emh;i þ emPðHÞ;i ¼ 1. Implicitly, a new hybrid
weight ewi ¼ crw;iwi ¼ wi=ð1þwi � riÞ is used to calculate emh;i from
the original belief degree ph;i, and emPðHÞ;i ¼ 1� ewi. The residual sup-
port emPðHÞ;i ¼ 0, when ri ¼ 1.

Given the definition of the weighted belief distribution with
reliability, the new ER rule can then be used to combine multiple
pieces of evidence recursively. Without loss of generality, the com-
bined degrees of belief to which two pieces of independent evi-
dence ei and ej jointly support proposition h, denoted by ph;eð2Þ,
can be generated by the orthogonal sum of the weighted belief dis-
tributions with reliability (i.e., mi and mjÞ as follows

ph;eð2Þ ¼
0; h ¼ ;bmh;eð2ÞP

D # H
bmD;eð2Þ

; h # H; h – ;

8<: ð5Þ

bmh;eð2Þ ¼ 1� rj
� �

mh;i þ ð1� riÞmh;j
� �

þ
X

B\C¼h

mB;imC; j; 8h # H ð6Þ

There are mainly two terms in the equation above. The first
square bracket term is regarded as the bounded sum of individual
support on proposition h from each of the two pieces of evidence ei

and ej. ð1� riÞ reflects the unreliability of evidence ei, and it sets a
bound within which ej can play a limited role. Here we take two
extreme cases as examples. When evidence ei is fully reliable, i.e.,
ð1� riÞ ¼ 0; 1� rið Þmh;j ¼ 0 and the individual support from evi-
dence ej will not be counted at all. When evidence ei is fully unre-
liable, i.e., ð1� riÞ ¼ 1; 1� rið Þmh;j ¼ mh;j and the individual support
from evidence ej will be counted completely. The second term is
regarded as the orthogonal sum of collective support from both
pieces of evidence ei and ej, measuring the degree of all intersected
support on proposition h.

2.2. Inference analysis of the ER rule

As introduced previously, the ER rule generalises a few special
cases, which can essentially be characterised by the three elements
of evidence. Firstly, the ER rule reduces to Bayesian inference given
that each piece of evidence is formulated by a probability distribu-
tion, or a so-called belief distribution without local or global igno-
rance. Secondly, with regard to evidence weight and reliability,
there are two possible scenarios: (i) The ER rule turns into the
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