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a b s t r a c t

Pattern set mining entails discovering groups of frequent itemsets that represent potentially relevant
knowledge. Global constraints are commonly enforced to focus the analysis on most interesting pattern
sets. However, these constraints evaluate and select each pattern set individually based on its itemset
characteristics.

This paper extends traditional global constraints by proposing a novel constraint, called schema-based
constraint, tailored to relational data. When coping with relational data itemsets consist of sets of items
belonging to distinct data attributes, which constitute the itemset schema. The schema-based constraint
allows us to effectively combine all the itemsets that are semantically correlated with each other into a
unique pattern set, while filtering out those pattern sets covering a mixture of different data facets or
giving a partial view of a single facet. Specifically, it selects all the pattern sets that are (i) composed only
of frequent itemsets with the same schema and (ii) characterized by maximal size among those corre-
sponding to that schema. Since existing approaches are unable to select one representative pattern set
per schema in a single extraction, we propose a new Apriori-based algorithm to efficiently mine pattern
sets satisfying the schema-based constraint. The experimental results achieved on both real and synthetic
datasets demonstrate the efficiency and effectiveness of our approach.

� 2015 Elsevier B.V. All rights reserved.

1. Introduction

Frequent itemsets represent recurrent correlations among data
items [1], which are usually selected by considering their local
interestingness in the analyzed data [2,3]. However, since itemset
mining from real-life data commonly entails discovering a large
number of itemsets that are fairly correlated with each other, the
manual inspection of the mining result could be a challenging task.
To overcome this issue, pattern set mining with global constraints
aims at discovering worthwhile groups of itemsets [4]. Instead of
evaluating and selecting itemsets individually, pattern sets (i.e.,
sets of itemsets) are generated and evaluated as a whole to analyze
the correlations among data from a high-level viewpoint.

Relational data is characterized by a fixed schema, which con-
sists of a set of attributes representing peculiar data features.
Itemsets mined from relational data are sets of items belonging to
distinct data attributes. Hence, they are characterized by a schema
too. Frequent itemsets with the same schema are, to a certain
extent, semantically correlated with each other because they are
recurrent instances of the same data facet. Hence, the itemset

schema can be considered to be particularly suitable for clustering
recurrent co-occurrences among data items related to the same
facet into pattern sets. Furthermore, instead of generating all the
pattern sets complying with a given schema, for each schema only
the largest pattern set should be considered, because all the others
are partial representations of the same data facet. However, to eval-
uate pattern set interestingness existing algorithms just evaluate
one pattern set at a time. Therefore, they cannot extract for each
schema only the best representative pattern set unless generating
all the pattern sets first and then postprune the uninteresting ones.

This paper addresses the problem of pattern set mining
with global constraints from relational data. To generate only
the groups of itemsets containing all the pertinent information
related to a given facet, we propose a new global constraint,
namely the schema-based constraint, tailored to relational data.
The schema-based constraint selects all the pattern sets that are
(i) composed only of frequent itemsets with the same schema
and (ii) characterized by maximal size among those corresponding
to that schema. To provide a condensed and potentially useful rep-
resentation of different data facets we select at most one pattern
set per schema, i.e., the pattern set that consists of all and only
the frequent itemsets with that schema.

To improve the manageability of the mined pattern sets two
parallel strategies are commonly adopted [4]: (i) enforcing a
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maximum number of itemsets per pattern set, or (ii) enforcing a
minimum percentage of data that must be covered by each mined
pattern set. The former constraint, called cardinality constraint, can
be exploited to discard very large and thus unmanageable pattern
sets. The latter constraint, named coverage constraint, prevents the
extraction of pattern sets representing a small and thus not signif-
icant portion of data. Note that our goal is to characterize data
using recurrent patterns, rather than pinpointing abnormal (rare)
patterns. To efficiently perform pattern set mining with
schema-based constraint, we present a new Apriori-based algo-
rithm [5], namely COstrained PAttern Set mining algorithm
(COPAS), which adopts a level-wise approach to discovering item-
sets and pattern sets at the same time. The COPAS algorithm
pushes the newly proposed schema-based constraint, in conjunc-
tion with one of the two traditional constraints (cardinality or cov-
erage, based on users needs), deep into the mining process. In such
a way, the pattern sets of interest can be extracted in a single
extraction without the need for postprocessing. The result can be
directly explored by domain experts for advanced analyses or fur-
ther processed by using ad hoc strategies.

The paper is organized as follows. Section 2 presents a motivat-
ing example. Section 3 compares our work with previous
approaches. Section 4 states the mining problem addressed by
the paper. Section 5 presents the COPAS algorithm, while
Section 6 describes the experiments performed. Finally, Section 7
draws conclusions and discusses future work.

2. Motivating example

A company would like to plan advertising campaigns targeted
to customers located in Italy according to their most peculiar fea-
tures. To personalize advertisements the company clusters cus-
tomers into segments, which consist of subsets of customers
having similar features. However, deciding the features (or the fea-
ture combinations) according to which customers should be clus-
tered is a non-trivial task in large databases.

Table 1 collects some relevant information about the customers
under analysis. Each row corresponds to a different customer and it
reports the values of a subset of attributes, in particular the city of
provenance, gender, year of birth, and job. To achieve their goal,
company analysts mine from the input data itemsets like
{(City, Turin), (Gender, M)}, where each itemset is characterized
by a given schema (e.g., {City, Gender}). To guarantee itemset rel-
evance, the mined itemsets must hold for at least 30% of the cus-
tomers, i.e., their frequency of occurrence (support) in the source
dataset must be equal to or above a given threshold minsup = 30%.
Then, itemsets with the same schema are analyzed together
because they represent the same data facet. For the sake of simplic-
ity, let us consider the itemsets related to pairs of attributes. Since
analysts do not know a priori what are the most significant sche-
mata to consider, they have to (i) generate all the itemsets satisfy-
ing minsup, (ii) cluster the mined itemsets into pattern sets
according to their schema, and (iii) rank the pattern sets by
decreasing coverage (i.e., the percentage of customers in the data-
set for which any itemset in the pattern set holds) and discard

those not satisfying a minimum coverage threshold (e.g., min-
cov = 60%). At Step (ii) the aforesaid procedure generates 24 pat-
tern sets, because all the possible combinations of the four data
attributes are considered. However, only half of them satisfy the
coverage constraint and thus they are considered for planning
advertising campaigns.

Our approach allows analysts to efficiently extract the subset of
pattern sets of interest without generating all the possible itemsets
and itemset combinations. Table 2 reports the subset of mined pat-
tern sets. Among the pattern sets related to pairs of attributes, the
pattern set with highest coverage is fGender; Jobg (83.3%). Each
itemset in the pattern represents a combination of customer gen-
der and job, which targets a specific subset of customers. For exam-
ple, according to customer gender and job, analysts could figure
out different advertising policies for female teachers and male law-
yers. Together, the previously mentioned segments cover 83% of
the customers thus represent potential targets of advertising
campaigns.

3. Related works

Pattern set mining entails discovering groups of itemsets that
satisfy a set of global constraints. Instead of selecting patterns
based upon their individual merits, global constraints evaluate
each pattern set as a whole [6]. Pattern set mining approaches
focus on (i) selecting the pattern set that maximizes a certain glo-
bal quality measure [6–14] or (ii) discovering all the pattern sets
that satisfy a given constraint [4,15,16]. Examples of problems
related to Task (i) are (a) database tiling [8], which concerns the
extraction of the pattern set that covers all the dataset transac-
tions, (b) data compression based on the Minimum Description
Length (MDL) principle [12], and (c) pattern set selection by means
of constraint programming techniques [9]. Unlike [6–14], this work
addresses the more general Task (ii), i.e., it selects not only the best
pattern set but a set of potentially interesting pattern sets.

In [4] the authors formally introduce many different global con-
straints. Rather than performing pattern set mining as a postpro-
cessing step that follows the traditional itemset mining task [1],
in [15,16] the authors formulate the global constraints directly
on the entire itemset space and then accomplish the pattern set
mining task using constraint programming techniques. An over-
view of the constraints used in pattern set mining is given in [4].
For all the previously proposed constraints the selection of a pat-
tern set depends only on the characteristics of its itemsets.
Hence, a pattern set cannot be selected based upon the comparison
with other candidate pattern sets. Unlike [4,15,16], this paper pro-
poses a new constraint whereby pattern sets are selected not only
based upon their own characteristics but also based upon those of
other pattern sets. Specifically, the newly proposed schema-based

Table 1
Example relational dataset.

Rid City Gender Year Job

1 Turin F 1980 Teacher
2 Turin M 1945 Lawyer
3 Turin M 1945 Lawyer
4 Milan F 1957 Teacher
5 Rome M 1976 Clerk
6 Milan F 1978 Teacher

Table 2
Pattern sets satisfying the schema-based and the minimum coverage constraints
mined from the dataset in Table 1 (minsup = 30%, mincov = 60%).

Pattern set Itemsets (support) Coverage (%)

PCity {(City, Turin)} (50%) 83.3
{(City, Milan)} (33.3%)

PGender {(Gender, M)} (50%) 100
{(Gender, F)} (50%)

PJob {(Job, Teacher)} (50%) 83.3
{(Job, Lawyer)} (33.3%)

PCity;Gender {(City, Turin), (Gender, M)} (33.3%) 66.6
{(City, Milan), (Gender, F)} (33.3%)

PCity;Job {(City, Turin), (Job, Lawyer)} (33.3%) 66.6
{(City, Milan), (Job, Teacher)} (33.3%)

PGender;Job {(Gender, F), (Job, Teacher)} (50%) 83.3
{(Gender, M), (Job, Lawyer)} (33.3%)
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