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a b s t r a c t

In this paper, a new composite rough set model is proposed to process incomplete composite information
with criteria and regular attributes. Following that, some strategies for incrementally updating approx-
imations of composite rough sets when adding or removing some objects are discussed and the
corresponding incremental algorithms are designed. Several numerical examples illustrate the feasibili-
ties of the composite rough set model and the incremental strategies, respectively. Experimental evalua-
tion shows that the incremental algorithms can effectively reduce the running time than their
counterparts.

� 2015 Elsevier B.V. All rights reserved.

1. Introduction

In our daily life, we often need to make predictions or decisions
for the coming tasks. For example, sometimes people decide to tra-
vel or not mainly depend on a weather forecast without con-
sidering the other factors. It is important that an accurate
forecast can provide the opportunities for people to reduce loss
before the disaster weather comes. Analogously, an accurate pre-
diction of earthquake can also provide the opportunities for people
to reduce damages before the calamity arrives. The estimation of
risk-at-value is often necessary for business investment and the
other related activities. Practically, these forecasts, predictions
and estimations are provided by the experts in corresponding
fields through processing a great mass of data in information
systems.

In many applications, information systems may contain more
than one type of values, e.g., an information system for weather
forecast includes values of barometric pressure, visibility, wind
speed, wind direction, temperature and cloudiness. Among these,
the wind direction which is a regular attribute does not have a pre-
ference-ordered domain, while others have their preference-
ordered domains and the corresponding attributes can be regarded
as criteria. A weather observer sometimes cannot decide the value

of wind direction due to weak air pressure, which means that value
is uncertain. And the uncertain value may be regarded as a type of
missing value. If there may exist a missing value in a regular attri-
bute’s domain and there is no missing value in the criteria’s
domains, then we called this information system for weather fore-
cast as an Incomplete Composite Information System (ICIS) with
criteria and regular attributes.

The rough set theory proposed by Pawlak is one of information
processing tools, which can process uncertain, fuzzy and inconsis-
tent information [30,31]. In many cases, the notions in Pawlak’s
rough set model are too strict to satisfy the requirements of real
applications. Therefore, many generalized rough set models have
been proposed in different domains [12,15,19,33,35–37,40,46].
However, these rough set models are based on a binary relation
which can only process a type of values and cannot be employed
to process composite information. In recent years, some scholars
have attempted to propose new rough set models to process com-
posite information. To the best of our knowledge, Greco et al. firstly
introduced the idea of using a global binary relation by the inter-
section of indiscernibility, similarity and dominance relations to
process information [13]. Following their idea, An and Tong rede-
fined the definitions of lower and upper approximations of upward
and downward unions of decision classes [2]. Abu-Donia presented
some types of rough set’ approximations based on multi-knowl-
edge base, which involved reflexive, tolerance, dominance and
equivalence relations [1]. Zhang et al. introduced a composite
rough set model which can be used to deal with different kinds
of relations, e.g., indiscernibility, neighborhood, tolerance and
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characteristic relations, simultaneously [40,44]. Even though these
rough set models can be employed to process their corresponding
composite information respectively, they cannot be employed
directly to mine the useful knowledge hidden in the ICIS. This
paper introduces a new Composite Rough Set Model (CRSM) based
on a composite binary relation by the intersection of tolerance and
dominance relations. The CRSM can be applied to the ICIS directly
when all criteria and attributes are considered at the same time.

In many real-time cases, information systems may evolve over
time, that is to say, some new information becomes available con-
tinuously while some information is no longer useful. In rough set
theory, many scholars have paid their attention to process dynamic
information and used the incremental techniques to maintain rules
or approximations under dynamic data environment [4–11,14,16–
18,20–29,32,34,38,39,41–43,45]. These studies have significantly
enriched the theory of rough set and guided a way for dynamic
data mining, even big data mining. To apply CRSM in dynamic data
environment, we also use the incremental techniques in discussion
of strategies on how to update approximations when the object set
varies with time in this paper. Then we design the corresponding
algorithms for incrementally updating approximations when add-
ing or removing some objects. Two numerical examples illustrate
the feasibility of these strategies. Experimental evaluation vali-
dates that the incremental algorithms can reduce time than their
counterparts.

The remainder of this paper is organized as follows. In Section 2,
we introduce the CRSM and illustrate it by a numerical example.
An algorithm for computing approximations in CRSM is also pro-
vided. Section 3 presents strategies for updating approximations
in CRSM when adding or removing some objects and the
corresponding algorithms. Section 4 shows the experimental eval-
uation on several public data sets downloaded from UCI [3]. The
paper ends with conclusions and further research work in
Section 5.

2. Preliminaries

An ICIS can be denoted by a quarter-tuple S ¼ ðU;A;V ; f Þ, where
U is a non-empty finite set of objects, called the universe.
A ¼ C1 [ C2 [ fdg is a non-empty finite set of attributes. d is a deci-
sion criterion. C1 is a set of attributes with preference-ordered
domains which may be regarded as criteria. C2 is a set of regular
attributes whose domains may contain the missing value ‘‘�’’,
which means it may exist that � 2 Va for any a 2 C2. V ¼ [a2AVa

is regarded as the domain of all attributes, where Va is the domain
of attribute a. f : U � A! V is an information function such that
f ðx; aÞ 2 Va;8a 2 A;8x 2 U.

Assume P1 # C1 and P1 – ;. Since P1 is a set of criteria, there is a
dominance relation with respect to P1 [12], which is denoted by

DðP1Þ ¼ fðx; yÞ 2 U � Uj8a 2 P1; f ðx; aÞP f ðy; aÞg
Assume P2 # C2 and P2 – ;. Since P2 is a set of regular attributes

and ‘‘�’’ may belong to [a2P2 Va, there is a tolerance relation with
respect to P2 [19], which is denoted by

TðP2Þ ¼ fðx; yÞ 2 U � Uj8a 2 P2; f ðx; aÞ ¼ f ðy; aÞ _ f ðx; aÞ
¼ � _ f ðy; aÞ ¼ �g

8P� # C and P� – ;, we may use DRSA [12] or tolerance-based
rough set approach [19] directly if P� ¼ P1 or P� ¼ P2, respectively.
But when P� ¼ P1 [ P2, there is no a rough set approach that can be
used directly. Therefore, a new rough set model is required for this
case. In many cases, a generalized rough set model for processing
information describing a specific problem mainly differs from the
others on its binary relation and approximations’ definitions
[12,15,19,33,35,36,40,44,46]. Here, we take each attribute or

criterion in P� into accounted and then construct a new composite
binary relation CRðP�Þ by the intersection of DðP1Þ and TðP2Þ follow-
ing the viewpoints in [1,2,13,40], which is denoted by

CRðP�Þ ¼ fðx; yÞ 2 U � Ujðx; yÞ 2 DðP1Þ \ TðP2Þg

CRðP�Þ is also written as CRP� . Given P� – ;, if P1 ¼ ;, then CRP�

becomes a tolerance relation; and if P2 ¼ ;, then CRP� becomes a
dominance relation.

With CRP� , the basic information granules in CRSM are defined
as follows:

� CRþP� ðxÞ ¼ fy 2 Ujðy; xÞ 2 CRP� g called as P�-left neighborhood of
x with respect to CRP� ;
� CR�P� ðxÞ ¼ fy 2 Ujðx; yÞ 2 CRP� g called as P�-right neighborhood of

x with respect to CRP� .

Since d is a decision criterion in ICIS, the concepts approximated
in CRSM still are the upward and downward unions of decision
classes following that of DRSA [12]. Let Cl ¼ fCln;n 2 Tg; T ¼
f1; . . . ;mg, be a family of decision classes. Assume 8r; s 2 T, such
that r > s, the objects from Clr are preferred to the objects from
Cls. For any decision class Cln, its upward and downward unions
are defined respectively as follows:

ClPn ¼
[

sPn

Cls; Cl6n ¼
[

s6n

Cls; 8n; s 2 T

x 2 ClPn means ‘‘x belongs to at least class Cln’’, and x 2 Cl6n means ‘‘x
belongs to at most class Cln’’.

In CRSM, P�-lower approximation and P�-upper approximation
of ClPn are defined respectively as follows:

P�ðClPn Þ ¼ fx 2 UjCRþP� ðxÞ# ClPn g ð1Þ
P�ðClPn Þ ¼ fx 2 UjCR�P� ðxÞ \ ClPn – ;g ð2Þ

Analogously, P�-lower approximation and P�-upper approximation
of Cl6n are defined respectively as follows:

P�ðCl6n Þ ¼ fx 2 UjCR�P� ðxÞ# Cl6n g ð3Þ
P�ðCl6n Þ ¼ fx 2 UjCRþP� ðxÞ \ Cl6n – ;g ð4Þ

Then P�-boundaries of ClPn and Cl6n are defined respectively as
follows:

BnP� ðClPn Þ ¼ P�ðClPn Þ � P�ðClPn Þ
BnP� ðCl6n Þ ¼ P�ðCl6n Þ � P�ðCl6n Þ

Proposition 1. The following items hold.

1. P�ðClPn Þ ¼ U � P�ðCl6n�1Þ and P�ðClPn Þ ¼ U � P�ðCl6n�1Þ;n ¼ 2; . . . ;m.

2. P�ðCl6n Þ ¼U�P�ðClPnþ1Þ and P�ðCl6n Þ ¼U�P�ðClPnþ1Þ;n¼ 1; . . . ;m�1.

Proof 1.

1. *P�ðClPn Þ ¼ fx 2 UjCRþP� ðxÞ# ClPn g ¼ fx 2 UjCRþP� ðxÞ# U� Cl6n�1g ¼
fx 2 UjCRþP� ðxÞ \ Cl6n�1 ¼ ;g ¼ U � fx 2 UjCRþP� ðxÞ \ Cl6n�1 – ;g ¼
U � P�ðCl6n�1Þ, )P�ðClPn Þ ¼ U � P�ðCl6n�1Þ holds for n ¼ 2; . . . ;m.

Similarly, P�ðClPn Þ ¼ U � P�ðCl6n�1Þ holds for n ¼ 2; . . . ;m.
2. Its proof is similar to that of item 1. h

It is obvious that P�ðClP1 Þ ¼ P�ðClP1 Þ ¼ P�ðCl6mÞ ¼ P�ðCl6mÞ ¼ U.
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