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a b s t r a c t

Classification techniques are important in bioinformatics analysis as they can separate various bioinfor-
matical data into distinct groups. To obtain good classifiers, accurate labeling of the training data is
required. However labeling in practical bioinformatics applications might be erroneous due to various
reasons. To identify those mislabeled data, an ensemble learning based scheme, single-voting has been
widely used. It generates multiple classifiers and makes use of their voting to detect mislabeled data. Sin-
gle-voting scheme mainly consists of two components: data partitioning component to generate multiple
classifiers, and mislabeled detection component to identify mislabeled data. Existing works in this field
mainly focus on mislabeled detection part and neglect data partitioning. However, our analysis shows
that data partitioning plays an important role in single-voting scheme. This analysis helps us proposing
a novel multiple-voting scheme. It is superior to traditional single-voting by reducing the unreliable
influence from data partitioning. Empirical and theoretical evaluations on a set of bioinformatics datasets
illustrate the utility of our proposed scheme.

� 2014 Elsevier B.V. All rights reserved.

1. Introduction

Classification techniques are widely used for bioinformatics
data analysis [1–5]. It can separate bioinformatics data with similar
features into distinct sets, which can support many applications. In
classification, a training set is required to train a classifier, which
can be used later to classify new data. To obtain a satisfied classi-
fier, the training data is generally required to be with accurate fea-
tures and labels.

However, in the field of bioinformatics, mislabeling of training
data is usually present mainly due to two reasons including subjec-
tive nature of the labeling task and the insufficient information to
determine the true label. Subjective mislabeling occurs when
experts give the labeling according to their personal judgments.
The annotations provided by multiple experts might disagree with
the general consensus, which leads to mislabeling errors. For
example, in [6], 9 mislabeled samples are detected from 49 breast
tumor training data. The other source of mislabeling is from insuf-
ficient information. For example, a physician may not be able to

make the right diagnosis if certain expensive medical procedures
are missing.

Existing study [7] has shown that even a small number of mis-
labeled data could dramatically degrade the performance of the
obtained classifier. This has attracted many researchers to develop
various techniques to address this issue [8–22]. Existing methods
can be classified into two groups: robust classifier designing [8,9]
and mislabeled data detecting [10–22]. Robust classifier designing
mainly focuses on developing novel classifiers which are robust to
mislabeled data during model training. While, mislabeled data
detection is to detect and remove mislabeled data prior to training.
Our study focuses on mislabeled data detection techniques, which
mainly consists of two types: k-nearest neighbor based and ensem-
ble learning based.

The core idea of k-nearest neighbor (kNN) based algorithms is
to compare the label of one sample with the labels of its sur-
rounding neighbors [10]. If there is strong inconsistency among
these labels, this training sample is treated as mislabeled. One
problem with this approach is from the limitation of kNN algo-
rithm. Not every data distribution is suitable for kNN based
method. There are some data distributions wherein the neighbor
samples have different labels. Moreover, this group of algorithms
does not propagate the mislabeling information to the detection
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of other training examples, so each training sample is checked
independently.

By contrast, ensemble learning based algorithms are used more
widely [11–14,16,18,21] for mislabeling detection. The representa-
tive algorithms in this group are majority and consensus filtering
[13]. In their algorithms, the training data is firstly randomly par-
titioned into several subsets. Each subset will be checked for mis-
labeled data separately. The checking is through the voting of
multiple classifiers which are trained based on the remaining sub-
sets. These algorithms mainly consists of two steps: data partition-
ing and multiple classifier voting. As partitioning and voting are
executed only once, they are called single-voting scheme in this
work.

As an ensemble learning based algorithm, single-voting can
achieve accurate mislabeling detection performance based on the
voting of multiple classifiers. For single-voting scheme, various ele-
gant voting policies have been proposed, such as majority voting
and consensus voting. However, data partitioning, an actual impor-
tant part of single-voting, is usually neglected. So far random par-
titioning (randomly partition training data into several subsets) is
widely used as it has various advantages. But on the other hand,
our analysis has shown that its randomness property makes sin-
gle-voting unreliable. Some successful detected mislabeled data
under one partitioning case are failed to identify when the parti-
tioning changes.

To address this issue, in this paper, we propose a novel multi-
ple-voting scheme. Multiple-voting consists of several single-vot-
ing detectors which are different to each other due to various
random partitioning. Multiple-voting is superior to single-voting
by alleviating the dependency of mislabeled data detection on data
partitioning. We also propose various fusion techniques to com-
bine the decisions from different detectors, including one vote
veto, majority voting, and consensus voting. Based on the proposed
multiple-voting scheme, new variants of majority filtering and
consensus filtering algorithms are proposed.

The comparison of multiple-voting and single-voting is ana-
lyzed both theoretically and experimentally. Experimental results
indicate that our proposed scheme can effectively improve the per-
formance of single-voting. Straightforwardness is a distinguished
advantage of our scheme. It can be easily applied on existing sin-
gle-voting approaches.

In summary, the main technical contribution is pointing out the
limitation of existing single-voting scheme and proposing an effi-
cient multiple-voting scheme with sufficient theoretical proofs
for solving it.

2. Related works

Mislabeled training data detection and elimination is crucial to
improve the accuracy of classifiers when mislabeling is present in
the training set. Various techniques have been proposed, among
which, ensemble learning based methods including majority filter-
ing (MF) and consensus filtering (CF) have been widely used. MF
utilizes the idea of majority voting, while CF utilizes the idea of
consensus voting.

The general idea of MF and CF is as follows: They employ
ensemble classifier to detect mislabeled instances by constructing
a set of base-level classifiers and then using their classifications to
identify mislabeled instances. The general approach is to tag an
instance as mislabeled if x of the m base-level classifiers cannot
classify it correctly. MF tags an instance as mislabeled if more than
half of the m base level classifiers classify it incorrectly. CF requires
that all base-level classifiers must fail to classify an instance as the
class given by its training label for it to be eliminated from the
training data.

The reason to employ ensemble classifiers in MF and CF is that
ensemble classifier has better performance than each base-level
classifier on a dataset if two conditions hold: (1) the probability
of a correct classification by each individual classifier is greater
than 0.5 and (2) the errors in predictions of the base-level classifi-
ers are independent.

Shown in Table 1, majority filtering begins with n equalsized
disjoint subsets of the training set E (step 1) and the empty output
set A of detected noisy examples (step 2). The main loop (steps 3–
6) is repeated for each training subset Ei . In step 4, subset Et is
formed which includes all examples from E except those in Ei,
which then is used as the input an arbitrary inductive learning
algorithm that induces a hypothesis (a classifier) Hj (step 6). Those
examples from Ei for which majority of the hypotheses does not
give the correct classification are added to A as potentially noisy
examples (step 14).

Consensus filtering algorithm is shown in Table 2. Its only dif-
ference with MF is at step 14. In CF, the example in Ei is regarded
as a noisy example only when all the hypotheses incorrectly clas-
sify it. Compared with MF, CF is more conservative due to the sev-
erer condition for noise identification, and which results in fewer
instances being eliminated from the training set. The drawback
of CF is the added risk in retaining bad data.

Majority filtering and consensus filtering are regarded as single-
voting detectors. Single-voting detector consists of two steps. The
first step is data partitioning. The training data E will be randomly
divided into n equal size subsets ðE1; E2; . . . ; EnÞ. Then each subset Ei

is taken out. Other n � 1 subsets, E n Ei are used to train k different
classifiers based on different classification algorithms. These k clas-
sifiers will be used as noise filters to detect the potential misla-
beled data in Ei. Each classifier will classify the data in Ei

individually. Suppose e is one training data in Ei; its given label
is Labele; its predicted label by classifier C is PLabele. If PLabele

equals to Labele, then classifier C will treat e as a noise-free data.
Otherwise, e will be treated as a mislabeled data. Considering dif-
ferent classifiers (totally num. is k) might have different opinions
on e, a voting mechanism is needed to combine their opinions.

3. The proposed multiple voting scheme

In single-voting, the voting of different classifiers can guarantee
the reliability for mislabeling detection to some extent. However, it

Table 1
Majority filtering algorithm.

Algorithm 1: Majority Filtering (MF)

Input: E (training set)
Parameter: n (number of subjects), y (number of learning algorithms),
A1;A2; . . . ;Ay (y kinds of learning algorithms)
Output: A (detected noisy subset of E)
(1) form n disjoint almost equally sized subset of Ei , where

S
iEi ¼ E

(2) A ;
(3) for i ¼ 1; . . . ;n do
(4) form Et  E n Ei

(5) for j ¼ 1; . . . y do
(6) induce Hj based on examples in Et and Aj

(7) end for
(8) for every e 2 Ei do
(9) ErrorCounter  0
(10) for j ¼ 1; . . . ; y do
(11) if Hj incorrectly classifies e
(12) then ErrorCounter  ErrorCounter þ 1
(13) end for
(14) if ErrorCounter > y

2, then A A [ feg
(15) end for
(16) end for
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