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a b s t r a c t 

AdaBoost has been theoretically and empirically proved to be a very successful ensemble learning algo- 

rithm, which iteratively generates a set of diverse weak learners and combines their outputs using the 

weighted majority voting rule as the final decision. However, in some cases, AdaBoost leads to overfitting 

especially for mislabeled noisy training examples, resulting in both its degraded generalization perfor- 

mance and non-robustness. Recently, a representative approach named noise-detection based AdaBoost 

(ND_AdaBoost) has been proposed to improve the robustness of AdaBoost in the two-class classifica- 

tion scenario, however, in the multi-class scenario, this approach can hardly achieve satisfactory perfor- 

mance due to the following three reasons. (1) If we decompose a multi-class classification problem using 

such strategies as one-versus-all or one-versus-one, the obtained two-class problems usually have im- 

balanced training sets, which negatively influences the performance of ND_AdaBoost. (2) If we directly 

apply ND_AdaBoost to the multi-class classification scenario, its two-class loss function is no longer ap- 

plicable and its accuracy requirement for the (weak) base classifiers, i.e., greater than 0.5, is too strong 

to be almost satisfied. (3) ND_AdaBoost still has the tendency of overfitting as it increases the weights of 

correctly classified noisy examples, which could make it focus on learning these noisy examples in the 

subsequent iterations. To solve the dilemma, in this paper, we propose a robust multi-class AdaBoost al- 

gorithm (Rob_MulAda) whose key ingredients consist in a noise-detection based multi-class loss function 

and a new weight updating scheme. Experimental study indicates that our newly-proposed weight updat- 

ing scheme is indeed more robust to mislabeled noises than that of ND_AdaBoost in both two-class and 

multi-class scenarios. In addition, through the comparison experiments, we also verify the effectiveness 

of Rob_MulAda and provide a suggestion in choosing the most appropriate noise-alleviating approach 

according to the concrete noise level in practical applications. 

Crown Copyright © 2016 Published by Elsevier B.V. All rights reserved. 

1. Introduction 

How to effectively boost the generalization performance of a 

learner has been an important research topic in machine learning 

community. Ensemble learning [1–5] is a powerful paradigm for 

achieving such a goal and has been widely studied and successfully 

applied in many areas since its invention, e.g., it has been applied 

in face recognition [6] , class imbalance learning [7] , concept drift 

handling [8,9] , etc. Many successful ensemble learning algorithms 

have constantly been proposed in the literature [4,10–17] , where 

Bagging [5,10,12] and AdaBoost [13–15] are most famous. Bagging 

is a parallel ensemble learning algorithm, which first samples the 

original training example set D tr = { (x 1 , y 1 ) , . . . , (x N , y N ) } ( x i ∈ R 

d , 

y i ∈ Y, d > 1, Y is the class label set) with replacement to construct 

multiple diverse bootstrap training subsets D tr _ 1 , D tr _ 2 , . . . , D tr _ T , 
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then trains one classifier C t on each sampled subset D tr _ t (t = 

1 , 2 , . . . , T ) , finally combines these generated classifiers using the 

majority voting rule to get the final decision. Different from Bag- 

ging, AdaBoost is a sequential ensemble learning algorithm and 

constructs a final ensemble in the following manner: initially, it 

trains the first classifier C 1 on the original training set D tr whose 

components have a uniform weight distribution, i.e., w i = 1 /N (i = 

1 , 2 , . . . , N) , then the training examples misclassified by classifier 

C 1 are assigned larger weights, leading to a greater possibility of 

being selected as components in the training set of the next classi- 

fier. That is, the training set of the (t + 1) th ( 1 ≤ t ≤ T − 1 , T is the 

ensemble size) classifier g t+1 is determined by the classification re- 

sults of the t th classifier g t . In this way, AdaBoost focuses more on 

learning the ‘hard’ (misclassified) examples and trains classifiers in 

an iterative way, finally combines the sequentially-generated clas- 

sifiers using the weighted majority voting rule to obtain the final 

decision. 

In many practical applications, however, the collected train- 

ing set D tr often contains some ‘noisy’ examples, e.g., examples 
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with class label mislabeled are called label noises , or examples 

with incorrect feature values are called feature noises . It has been 

shown that label noises are generally more detrimental than fea- 

ture noises to the generalization performance of learned classifiers 

[18,19] . Thus, in this paper, we mainly investigate the label noises 

and the term ‘noise’ that appears in the remaining of this paper 

refers to the mislabeled noisy training examples. Existing stud- 

ies have demonstrated that Bagging is insensitive and robust to 

mislabeled noisy examples while AdaBoost is very sensitive and 

non-robust to such noises [5,12] . The reason of the poor perfor- 

mance of AdaBoost in the noisy training scenario is probably due 

to that, compared with the ‘clean’ (correctly labeled) training ex- 

amples, the mislabeled noisy ones are more easily misclassified by 

the current classifier and thus improperly assigned larger weights 

by the weight updating scheme of AdaBoost, which would make 

AdaBoost focus more on learning these mislabeled noises and thus 

overfit them in the subsequent iterations. Therefore, in the misla- 

beled noisy training scenario, how to effectively improve the ro- 

bustness of AdaBoost is an important research issue. 

Since AdaBoost is originally designed as a two-class classifi- 

cation algorithm, naturally most existing works focus on improv- 

ing its robustness in the two-class classification problems. A re- 

cent work [26] proposed a representative approach named noise- 

detection based AdaBoost (ND_AdaBoost) to improve the robust- 

ness of AdaBoost. However, ND_AdaBoost is hard to be applied in 

the multi-class classification scenario due to the following three 

reasons. (1) If we decompose a multi-class classification problem 

into multiple two-class problems using such strategies as one- 

versus-all [19] or one-versus-one [20] and then directly apply 

ND_AdaBoost, the obtained two-class problems usually have im- 

balanced training sets, which would negatively influence the gen- 

eralization performance of ND_AdaBoost. (2) If we directly apply 

ND_AdaBoost to the multi-class classification problems, its two- 

class loss function is no longer applicable and its accuracy require- 

ment for the base classifiers, i.e., greater than 0.5, is usually too 

strong to be met. (3) ND_AdaBoost still has the tendency of over- 

fitting as it increases the weights of correctly classified noisy ex- 

amples in each iteration, which could make it focus on learning 

these noisy examples in the subsequent iterations. 

To solve the above dilemma, we propose a robust multi-class 

AdaBoost algorithm (Rob_MulAda) based on the popular multi- 

class AdaBoost algorithm SAMME [21] . In Rob_MulAda, (1) we 

formally design a noise-detection based multi-class loss function 

and solve its minimization problem by proving a proposition such 

that the optimal weight αT of base classifier g T ( T ≥ 1) is ob- 

tained; (2) we present a new weight updating scheme to alle- 

viate the harmful effect of noisy examples. In the experimen- 

tal study, we first directly compare ND_AdaBoost with its mod- 

ified version ND_AdaBoost ∗ that is specifically designed by just 

substituting the weight updating scheme of ND_AdaBoost with 

ours to verify the robustness of our weight updating scheme in 

the two-class classification scenario; Then, we verify the effec- 

tiveness of the proposed Rob_MulAda by empirically comparing 

it with several closely-related algorithms in the multi-class sce- 

nario. Experimental results demonstrate that our weight updating 

scheme is indeed more robust to mislabeled noises than the one 

used in ND_AdaBoost in both two-class and multi-class classifica- 

tion scenarios, and besides, the proposed algorithm Rob_MulAda is 

most effective when the mislabeled noise level is low and mod- 

erate (no more than 20%). Based on the experimental results, we 

also provide a suggestion in choosing the most appropriate noise- 

alleviating approach according to the concrete noise level in prac- 

tical applications. 

The rest of this paper is organized as follows. In Section 2 , we 

briefly review the approaches that have been proposed to enhance 

AdaBoost’s robustness in the two-class classification scenario. In 

Section 3 , we introduce the noise-detection based AdaBoost algo- 

rithm ND_AdaBoost for two-class classification problems and Zhu 

et al.’s multi-class AdaBoost algorithm SAMME to facilitate the 

later descriptions. In Section 4 , we illustrate our robust multi-class 

AdaBoost algorithm Rob_MulAda in detail. In Section 5 we first 

empirically verify the robustness of our weight updating scheme in 

two-class classification problems, and then verify the effectiveness 

of the proposed Rob_MulAda in multi-class problems. Conclusion 

and future work are given in Section 6 . 

2. Related work 

Many works have been conducted in the literature to improve 

the robustness of the classical two-class AdaBoost algorithm in the 

mislabeled noisy training scenario. 

(1) Identifying and removing the noisy training examples is the 

simplest category of approaches, which first detects the noisy 

examples in the original training set D tr using a certain method, 

and then directly removes the detected noisy examples to ob- 

tain a refined training set D 

′ 
tr , after that, AdaBoost algorithm is 

directly applied on the refined training set. Different methods 

of detecting noisy examples differentiate concrete approaches 

in this category. 

Muhlenbach et al., [18] proposed an approach that first de- 

tects noisy examples based on the class label comparison be- 

tween each example ( x i , y i ) (i = 1 , 2 , . . . , N) and its k (e.g., k = 

5 ) nearest neighbors { (x i j , y i j ) } k j=1 
in the training set, and then 

removes all the detected noisy examples. Concretely, example 

( x i , y i ) is considered to be a noise if its class label y i is inconsis- 

tent with the most prevalent label y among its k nearest neigh- 

bors. Their experiments demonstrated that, when introduced 0 

to 20% of artificial mislabeled noisy examples into the train- 

ing set D tr , the approach can improve the generalization per- 

formance of learned classifiers to some extent and yields bet- 

ter performance than the approach of relabeling the detected 

noises. However, this approach shrinks the size of training set 

D tr and in some cases degrades the generalization performance 

of the learned classifiers especially when the original size of D tr 

is small. Angelova et al., [22] proposed an approach which first 

trains multiple diverse classifiers { C t } T t=1 
on the original train- 

ing set D tr using a technique like bootstrap sampling, then de- 

tects noisy examples according to the decisions of all the gener- 

ated classifiers. Concretely, if example ( x i , y i ) (1 ≤ i ≤ N ) causes 

a large disagreement among the decisions of these classifiers: 

C 1 (x i ) , . . . , C T (x i ) , e.g., nearly a half of these classifiers classify 

( x i , y i ) as a positive example while the remaining classifiers 

classify it as a negative one, it is considered to be a noise and 

removed from the training set. In this way, a refined training 

set D 

′ 
tr is obtained and the quality of the original training set is 

accordingly improved. When the original training set contains 

a relative high proportion of noises, the generated classifiers 

{ C t } T t=1 may be not accurate enough, in this case, some mis- 

detected noisy examples (in fact, correctly labeled examples) 

will be removed, leading to a degraded generalization perfor- 

mance of the classifiers learned on the refined training set. 

(2) Another category of approaches tries to improve the robustness 

of AdaBoost by modifying its loss function or weight updating 

scheme. 

To enhance the noise tolerance of AdaBoost, Domingo et al., 

[23] proposed a modification of AdaBoost in which the weights 

of training examples are bounded by their initial values. Servedio 

[24] designed a boosting algorithm that generates smooth weight 

distributions on the training set and prevents from assigning too 

large weight to any single training example. Although the two ap- 

proaches both try to reduce the harmful effect of noisy examples 
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