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a b s t r a c t

Uncertainty measures can supply new points of view for analyzing data and help us to disclose the sub-
stantive characteristics of data sets. Some uncertainty measures for single-valued information systems or
single-valued decision systems have been developed. However, there are few studies on the uncertainty
measurement for interval-valued information systems or interval-valued decision systems. This paper
addresses the uncertainty measurement problem in interval-valued decision systems. An extended con-
ditional entropy is proposed in interval-valued decision systems based on possible degree between inter-
val values. Consequently, a concept called rough decision entropy is introduced to evaluate the
uncertainty of an interval-valued decision system. Besides, the original approximation accuracy measure
proposed by Pawlak is extended to deal with interval-valued decision systems and the concept of interval
approximation roughness is presented. Experimental results demonstrate that the rough decision
entropy measure and the interval approximation roughness measure are effective and valid for evaluat-
ing the uncertainty measurement of interval-valued decision systems. Experimental results also indicate
that the rough decision entropy measure outperforms the interval approximation roughness measure.

� 2011 Elsevier B.V. All rights reserved.

1. Introduction

Rough set theory, originally proposed by Pawlak and discussed
in greater detail in [1,2], has become a popular approach for the
joint management of uncertainty and vagueness and has been ap-
plied in many fields [3–7].

Pawlak [2] proposed two numerical measures accuracy and
roughness to evaluate uncertainty of a rough set in information sys-
tems, as well as approximation accuracy of a rough classification in
decision systems. Some efforts were attracted to extend the Paw-
lak’s uncertainty model. Based on granulation, a measurement of
uncertainty of a set in an information system and approximation
accuracy of a rough classification in a decision table was proposed
in [8].

Information entropy, proposed by Shannon [9] in information
theory, has been an effective and powerful mechanism for charac-
terizing the information content in diverse models. The measure-
ment of uncertain information by entropy has been deployed in a
wide range of fields. The extension of entropy and its variants were
adapted for rough set in [10–21]. For example, Düntsch and Gediga
defined the information entropy and three kinds of conditional

entropies in rough sets for predicting a decision attribute [12].
Beaubouef et al. [13] proposed a method measuring uncertainty
of rough sets and rough relation databases based on rough entropy.
Wierman [11] presented the measures of uncertainty and granu-
larity in rough set theory, along with an axiomatic derivation.
Yao et al. [14] studied several kinds of information-theoretical
measures for attribute importance in rough set theory. Liang
et al. [16] proposed a new method for evaluating both uncertainty
and fuzziness. Qian and Liang [19] proposed a combination entropy
for evaluating uncertainty of a knowledge from an information sys-
tem. However, the methods mentioned above are based on single-
valued information systems.

Interval-valued information systems (or Interval information
systems) are an important type of data tables, and generalized
models of single-valued information systems [22]. Several authors
have studied about interval-valued information systems and
interval-valued decision systems [22–26]. Yao et al. [23,24] pre-
sented a model for the interval set by using the lower and upper
approximations in interval-valued information systems, as well
as introduced the generalized decision logic. Leung et al. [26]
investigated a rough set approach to discover classification rules
through a process of knowledge induction which selects decision
rules with a minimal set of features in interval-valued information
systems. Qian et al. [22] proposed a dominance relation to interval
information systems. Yang et al. [25] presented a dominance rela-
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tion and generated the optimal decision rules in incomplete inter-
val-valued information system. Wu and Liu [27] introduced the
real formal concept analysis about grey-rough set theory by using
grey numbers, and proposed a grey-rough set approach to Galois
lattices reductions. So far, however, there are few studies on the
uncertainty measurement issue for interval-valued information
systems (corresponding to unsupervised learning) or interval-val-
ued decision systems (corresponding to supervised learning). In
this paper, we address the uncertainty measurement issue in inter-
val-valued decision systems and intend to construct effective
uncertainty measures for interval-valued decision system. A simi-
larity relation based on possible degree between two interval num-
bers is given, under which the concept of extended conditional
entropy is proposed. Based on the proposed concept of conditional
entropy, a measure of uncertainty for interval-valued decision sys-
tems called rough decision entropy is presented. Besides, the origi-
nal approximation accuracy measure proposed by Pawlak is
extended to deal with interval-valued decision systems and the
concept of interval approximation roughness is presented. Experi-
mental results demonstrate that the rough decision entropy mea-
sure and the interval approximation roughness measure are
effective and valid for evaluating the uncertainty measurement
of interval-valued decision systems. Experimental results also indi-
cate that the rough decision entropy measure outperforms the
interval approximation roughness measure.

This rest of the paper is organized as follows. Some basic con-
cepts and notations in rough set theory are introduced in Section
2. In Section 3, serval key concepts of our method in interval-val-
ued decision systems are illustrated in detail, including similarity
degree, h-conditional entropy, as well as h-rough decision entropy.
Some illustrative examples are also given. Simulation experiments
are conducted to test and verify the effectiveness of the proposed
measure in Section 4. Section 5 concludes the paper.

2. Preliminary knowledge

At first, some basic concepts in rough set theory are reviewed,
including decision system, indiscernibility relation and approxima-
tion regions.

2.1. Indiscernibility relation and approximation regions

A decision system is a pair d = (U,A [ {d}), where U is a non-
empty finite set of objects called the universe of discourse; A is a
non-empty finite set of attributes called condition attributes and
d is class label called decision attribute; for any aj 2 A, there exits
a mapping U ! Vaj , where Vaj is called the value domain of aj.

For an attribute subset B # A,B determines a binary indiscern-
ible relation denoted by IND(B) as follows

INDðBÞ ¼ fðui;ujÞ 2 U2j8aj 2 B; ajðuiÞ ¼ ajðujÞg

Note that the relation IND(B) constitutes a partition of U, which
is denoted by U/IND(B) or U/B for simplification. In fact, U/B repre-
sents equivalence classes which are indiscernible by the attribute
subset B.

For any given decision system d = (U,A [ {d}), B # A and X # U,
one can define a lower approximation of X and an upper approxi-
mation of X in terms of U by

BX ¼ fx 2 Uj½x�INDðBÞ # Xg
BX ¼ fx 2 Uj½x�INDðBÞ \ X – ;g

where BX is a set of objects that belong to X with certainty, while BX
is a set of objects that possibly belong to X. X is called B-definable if
and only if BX ¼ BX. Otherwise, X is rough with respect to B when
BX – BX.

Given the upper and lower approximations BX and BX of X, a
subset of U, the B-positive region of X is POSB(X) = BX, the B-nega-
tive region of X is NEGBðXÞ ¼ U � BX, and the B-boundary or B-bor-
derline region of X is NRBðXÞ ¼ BX � BX. It is worth pointing out
that since the decision attribute d is not taken into consideration,
the upper and lower approximations are also applied to informa-
tion systems without decision attributes.

2.2. Uncertainty measures in decision systems

Pawlak [2] proposed two numerical measures for evaluating
uncertainty of a rough set X: accuracy and roughness in an informa-
tion system. They are both modeled from the approximation re-
gions, where elements of the upper approximation region have
uncertain participation in the rough set and those in the lower
approximation region have completely participation in the rough
set.

However, accuracy and roughness can only be applied to infor-
mation systems, since decision attribute is not taken into consider-
ation. Therefore, approximation accuracy of a rough classification
was introduced [2]. Let U/d = {D1,D2, . . .,Dm} be partitions consti-
tuted by decision attribute d on the universe U and the attribute
subset B # A.

The approximation accuracy of U/d by B is defined as

aBðU=dÞ ¼
P

Di2U=djBDijP
Di2U=djBDij

where j�j denotes the number of elements of the set.
The approximation accuracy provides the percentage of possi-

ble correct decisions when discerning and classifying objects under
the attribute subset B. Although, aB(U/d) takes into account the
number of elements in each of the approximation regions and eval-
uates well the uncertainty arising from the boundary region in
some situations. However, there exist some limitations as pointed
out in [8,13].

3. Uncertainty measurement in interval-valued decision
systems

3.1. Similarity relation between two intervals

Ranking interval values are quite different from ranking real
values [28–30]. In this section, a similarity measure based on pos-
sible degree is constructed to estimate two interval values.

Definition 1 [28]. Let A = [a�,a+] and B = [b�,b+] be two interval
values. The possible degree of interval valued A relative to interval
value B is defined as:

PðAPBÞ ¼min 1;max
aþ � b�

ðaþ � a�Þ þ ðbþ � b�Þ
;0

( )( )
ð1Þ

P(APB) can be viewed as the possible degree of interval valued A
greater than interval value B.

It is worth noting that P(APB) – P(BPA) in general.
Based on the concept of possible degree, we now define the sim-

ilarity degree between two interval values.

Definition 2. Let A = [a�,a+] and B = [b�,b+] be two interval values.
The similarity of the two interval values are defined as:

SAB ¼ 1� jPðAPBÞ � PðBPAÞj ð2Þ

where P(APB) and P(BPA) are the possible degree of A relative to B and
the possible degree of B relative to A respectively.
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