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a b s t r a c t 

Data preprocessing is a major and essential stage whose main goal is to obtain final data sets that can 

be considered correct and useful for further data mining algorithms. This paper summarizes the most 

influential data preprocessing algorithms according to their usage, popularity and extensions proposed in 

the specialized literature. For each algorithm, we provide a description, a discussion on its impact, and 

a review of current and further research on it. These most influential algorithms cover missing values 

imputation, noise filtering, dimensionality reduction (including feature selection and space transforma- 

tions), instance reduction (including selection and generation), discretization and treatment of data for 

imbalanced preprocessing. They constitute all among the most important topics in data preprocessing 

research and development. This paper emphasizes on the most well-known preprocessing methods and 

their practical study, selected after a recent, generic book on data preprocessing that does not deepen 

on them. This manuscript also presents an illustrative study in two sections with different data sets that 

provide useful tips for the use of preprocessing algorithms. In the first place, we graphically present the 

effects on two benchmark data sets for the preprocessing methods. The reader may find useful insights 

on the different characteristics and outcomes generated by them. Secondly, we use a real world problem 

presented in the ECDBL’2014 Big Data competition to provide a thorough analysis on the application of 

some preprocessing techniques, their combination and their performance. As a result, five different cases 

are analyzed, providing tips that may be useful for readers. 

© 2015 Elsevier B.V. All rights reserved. 

1. Introduction 

Data preprocessing for Data Mining (DM) [48] focuses on one of 

the most meaningful issues within the famous Knowledge Discov- 

ery from Data process [57,149] . Data compilation is usually a rela- 

tively controlled task. Data will likely have inconsistencies, errors, 

out of range values, impossible data combinations, missing values 

or most substantially, data is not suitable to start a DM process. In 

addition, the growing amount of data in current business applica- 

tions, science, industry and academia, demands to the requirement 

of more complex mechanisms to analyze it. With data preprocess- 

ing, converting the impractical into possible is achievable, adapt- 
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ing the data to accomplish the input requirements of each DM 

algorithm. 

The data preprocessing stage can take a considerable amount 

of processing time [106] . Data preprocessing includes data prepa- 

ration, compounded by integration, cleaning, normalization and 

transformation of data; and data reduction tasks, which aim at re- 

ducing the complexity of the data, detecting or removing irrelevant 

and noisy elements from the data through feature selection, in- 

stance selection or discretization processes. The outcome expected 

after a reliable connection of data preprocessing processes is a final 

data set, which can be contemplated correct and useful for further 

DM algorithms. 

In an effort to identify some of the most influential data prepro- 

cessing algorithms that have been widely used in the DM commu- 

nity, we enumerate them according to their usage, popularity and 

extensions proposed in the research community. We are aware that 

each nominated algorithm should have been widely cited and used 

by other researchers and practitioners in the field. The selection of 

the algorithms is based entirely on our criteria and expertise, es- 

pecially after the composition of a recent book on this topic [48] . 

The criteria considered are: 
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• Usage: the algorithm is frequently used in a previous step of a 

DM process or it is included in DM software packages. 

• Referable: it must be described in a publication in the special- 

ized literature. 

• Popularity: the associated publication is considered as a highly 

cited one in well-known data bases: Web of Knowledge, Google 

Scholar, Scopus, etc. 

• Standardization: the algorithm has been the baseline of inspi- 

ration of several modern and hybrid extensions. 

• Smart: it must somehow incorporate a smart procedure in its 

definition, for the sake of not including direct and basic mech- 

anisms as algorithms. 

• Variability: there have been a minimum number of representa- 

tives belonging to each data preprocessing family. 

From a practical point of view, we will carry out a practical 

study including numerous tips. It will be divided into two parts: 

• We will include graphical representations of data preprocessed 

by the techniques reviewed in this tutorial. We will use the ba- 

nana data set to illustrate most of the selected techniques, as it 

is a non-linearly separable 2D data set with two classes, often 

used for this purpose. For the techniques focused on dimen- 

sionality reduction (as Feature Selection and Space Transforma- 

tions), the sonar data set is used instead, as it provides a large 

amount of features. The effects on the data and a comparison 

among related techniques for these data sets are thus easily at- 

tainable, as the effect on the data is visually depicted for every 

technique. 

• We will consider a complex real-world problem from the 

ECDBL’14 Big Data competition [10,132] . This problem is related 

to bioinformatics, posing an appropriate scenario to show the 

importance of correctly applying several preprocessing tech- 

niques. In order to do so, we will select one preprocessing tech- 

nique of each type, and we will combine them in order to 

solve different problems present in the data, and thus obtain- 

ing a benefit in the model obtained by a representative classi- 

fier as C4.5. By varying the order in which the preprocessing 

algorithms are applied and their parameters’ values, five differ- 

ent cases are analyzed, along with the performance obtained 

by C4.5 in each step. From these five cases the reader will may 

find useful tips and insights that will help him/her to better un- 

derstand the behavior and combination of preprocessing tech- 

niques. 

The reader may consult and obtain the data sets, figures, re- 

sults and complementary material in the website associated to this 

paper. 1 

The rest of the paper is organized according to the data pre- 

processing families, subfamilies and algorithms nominated. Thus, 

Section 2 will gather and present the preprocessing algorithms 

categorized by their type. Section 3 will show the effects of ap- 

plying the preprocessing techniques with some illustrations, while 

Section 4 will illustrate the practical usage of the algorithms over 

a complex real-world data set. Finally, Section 5 will conclude the 

paper. 

2. Most influential data preprocessing algorithms 

In this section we present the most influential data preprocess- 

ing algorithms in Data Mining according to their relevance as pre- 

viously stated. They are categorized as in shown in Fig. 1 , attending 

to their type and purpose. 

The section is organized following the categories illustrated in 

Fig. 1 as follows. Section 2.1 is devoted to imperfect data prepro- 

1 http://sci2s.ugr.es/most- influential- preprocessing . 

cessing algorithms, both including missing values and noise data 

techniques. Next Section 2.2 gathers the techniques used for data 

reduction. Finally, Section 2.3 addresses the preprocessing for im- 

balanced data. 

2.1. Imperfect data 

The data obtained from real-world problems is rarely clean and 

complete. The usage of techniques for either removing the noisy 

data or filling in the missing values (or even both) is common. In 

this section we tackle the preprocessing techniques used for com- 

pleting (imputing) the missing values in Section 2.1.1 and for filter- 

ing the noise in Section 2.1.2 . 

2.1.1. Missing values imputation 

Most techniques in DM rely on a data set that is supposedly 

complete. In order to extract and infer knowledge from the exam- 

ples gathered, DM algorithms expect to process a series of com- 

plete instances sampled from the real-world. However, due to a 

faulty sampling process or limitations in the data acquisition pro- 

cess many existing, industrial and research data sets contain miss- 

ing values (MVs). An MV is a value that has not been recorded in 

the data set for any reason, or that was never sampled. 

Cleaning and preparing the data is required to make it clear 

and useful for the knowledge extraction process. Preprocessing 

the data is the most commonly used approach to perform this 

repairing task, and many options are available. Discarding the MVs 

is the simplest way to deal with them, but this approach is rarely 

practical. Only when the data has a low number of MVs should it 

be applied, and we must assure that the analysis carried out over 

the remaining complete examples will not produce an inference 

bias [83] . 

The presence of MVs in data analysis cannot be overlooked, and 

they usually create severe difficulties for practitioners. Handling 

the MVs in an inappropriate manner will lead to wrong conclu- 

sions taken from the knowledge extraction process [139] . As the 

main problems associated with MVs in the literature we may point 

out losses of efficiency in the extraction process, biases due to in- 

complete examples and complications in the data handling. 

A first approach to deal with MVs is to discard them, either 

removing the incomplete examples or the attributes that present 

MVs. While the first approach is very usual, the second one is only 

applied in those cases in which the MVs are concentrated in a few 

attributes. This simplistic approach has the advantage of avoiding 

the modification of the posterior DM technique. However, blindly 

erasing the instances will probably result in a biased model, as the 

appearance of MVs can rarely be ignored. Traditional solutions to 

MVs come from statistics, and they are based on the use of max- 

imum likelihood procedures. Starting from a probability model for 

the data, its parameters’ values are adjusted to better fit the data 

set by taking into account the distributions and nature of the MVs, 

while sampling the probability functions in order to obtain values 

to fill in the MVs. Since the real probability models for a given 

data set are rarely known, maximum-likelihood methods are dif- 

ficult to be correctly applied. On the other hand, the use of ma- 

chine learning techniques is a straightforward solution to induce a 

model without providing details of the data distribution. The ulti- 

mate goal of these techniques is to provide estimates of the MVs, 

commonly known as imputations, and thus they are also known 

as imputation techniques. Please note that maximum likelihood 

methods also provide an imputation of the values, but these im- 

putations are usually part of the model adjusting process and then 

exploited when the model convergence has stagnated. 

We will focus our attention on maximum likelihood and impu- 

tation methods. A broad family of imputation methods is available, 

from simple imputation techniques like mean substitution, k NN, 

http://sci2s.ugr.es/most-influential-preprocessing


Download English Version:

https://daneshyari.com/en/article/402523

Download Persian Version:

https://daneshyari.com/article/402523

Daneshyari.com

https://daneshyari.com/en/article/402523
https://daneshyari.com/article/402523
https://daneshyari.com

