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a b s t r a c t

The ability to predict a student’s performance could be useful in a great number of different ways asso-
ciated with university-level distance learning. Students’ marks in a few written assignments can consti-
tute the training set for a supervised machine learning algorithm. Along with the explosive increase of
data and information, incremental learning ability has become more and more important for machine
learning approaches. The online algorithms try to forget irrelevant information instead of synthesizing
all available information (as opposed to classic batch learning algorithms). Nowadays, combining classi-
fiers is proposed as a new direction for the improvement of the classification accuracy. However, most
ensemble algorithms operate in batch mode. Therefore a better proposal is an online ensemble of classi-
fiers that combines an incremental version of Naive Bayes, the 1-NN and the WINNOW algorithms using
the voting methodology. Among other significant conclusions it was found that the proposed algorithm is
the most appropriate to be used for the construction of a software support tool.

� 2010 Elsevier B.V. All rights reserved.

1. Introduction

Distance education is an educational method whose main char-
acteristic, setting it apart from other educational methods, is that
the student is being taught and instructed without the physical
presence of a tutor in a teaching classroom, based on a special,
tutorially designed learning material and on his/her communica-
tion with the tutor [1]. In distance education the student often feels
isolated consequently the communication between the student
and the teacher as well with the other students is an important
parameter for the success of a distance education program [2,3].
The student may become disheartened by difficulties encountered
in the learning process and which may lead to a slowdown and/or
quitting his/her studies. Student encouragement and support are a
primary concern of a good, modern programme of distance study.
Consequently, for a web-based open and dynamic learning envi-
ronment, personalized support for learners becomes more impor-
tant [4]. Previous research studies [5,6] have shown that students
come to distance education courses with variable expectations of
the levels of service and support they will receive from their tutors.
It is obvious, the tutors in a distance education course have a par-
ticular role and it is important to be able to recognize and locate
students with high probability of poor performance in order to take

precautions and be better prepared to face such cases. Conse-
quently, given that the distance education it addresses to adults
with special educational needs and incongruity (age, professional
and family obligations, etc.), there is a growing interest in the fac-
tors predicting the student’s performance particularly in distance
education environments [7–12]. A very promising arena to attain
this objective is the use of data mining and machine learning algo-
rithms [13].

Supervised learning algorithms are presented with instances,
which have already been pre-classified in some way. That is, each
instance has a label, which identifies the class to which it belongs
and so this set of instances is sub-divided into classes. Supervised
machine learning explores algorithms that reason from the exter-
nally supplied instances to produce general hypotheses, which will
make predictions about future instances.

To induce a hypothesis from a given dataset, a learning system
needs to make assumptions about the hypothesis to be learned.
These assumptions are called biases. A learning system without
any assumptions cannot generate a useful hypothesis since the
number of hypotheses that are consistent with the dataset is usu-
ally enormous. Since every learning algorithm uses some biases, it
behaves well in some domains where its biases are appropriate
while it performs poorly in other domains [14]. Therefore, combin-
ing classifiers is proposed as a new direction for the improvement
of the classification accuracy.

However, most ensemble algorithms operate in batch mode, i.e.,
they repeatedly read and process the entire training set. Basically,
they require at least one pass through the training set for every
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base model to be included in the ensemble. The base model learn-
ing algorithms themselves may require several passes through the
training set to create each base model. In situations where data is
being generated continuously as in an educational environment,
storing data for batch learning is impractical, which makes using
these ensemble-learning algorithms impossible.

Incremental learning ability is very important to machine learn-
ing approaches designed for solving real-world problems due to
two reasons. Firstly, it is almost impossible to collect all helpful
training examples before the trained system is put into use. There-
fore when new examples are fed, the learning approach should
have the ability of doing some revisions on the trained system so
that unlearned knowledge encoded in those new examples can
be incorporated. Secondly, modifying a trained system may be
cheaper in time cost than building a new system from scratch,
which is useful especially in real-time applications.

In the present work an ensemble that combines an incremental
version of Naive Bayes, the 1-NN and the WINNOW algorithms
using the voting methodology is proposed. This paper uses the pro-
posed ensemble in order to predict the students’ performance in a
distance learning system.

The application of the proposed technique in predicting stu-
dents’ performance proved to be useful for identifying poor per-
formers and it can enable tutors to take precautionary measures
at an earlier stage, even from the beginning of an academic year,
in order to provide additional help to the groups at risk. The prob-
ability of more accurate diagnosis of students’ performance is in-
creased as new curriculum data has entered during the academic
year, offering the tutors more effective results.

This paper is organised as follows: Section 2 introduces some
basic themes about Educational data mining for predicting student
performance and in online learning algorithms and incremental
ensemble classifiers, while Section 3 discusses the proposed
ensemble method. The dataset used for experiments is described
in Section 4. Experiment results and comparisons of the proposed
combining method with other learning algorithms are presented in
Section 5. Finally, Section 6 describes summary and further re-
search topics.

2. Background

At this point it is advisable to present some basic themes about
Educational data mining for predicting student performance and in
online learning algorithms and incremental ensemble classifiers.

2.1. Educational data mining for predicting student performance

To implement real intelligence or adaptivity, the models for
tutoring systems should be learnt from data. However, the data
sets are so small that machine learning methods cannot apply di-
rectly. Hämäläinen and Vinni [15] tackled this problem, and gives
general for creating accurate classifiers for educational data. They
describe experiment to predict course success with more 80%
accuracy.

Minaei-Bidgoli et al. [16] present an approach to classifying stu-
dents in order to predict their final grade based on features ex-
tracted from logged data in an education web-based system and
they demonstrates a genetic algorithm (GA) to successfully im-
prove the accuracy of combined classifier performance, about
10–12% when comparing to non-GA classifier.

Some of the most useful data mining tasks and methods are
classification, clustering, visualization, association rule and statis-
tics mining [17]. These methods uncover new, interesting and use-
ful knowledge based on students’ usage data [18]. Some of the
main e-learning problems or subjects to which data mining tech-

niques have been applied [19] are dealing with the assessment of
student’s learning performance, provide course adaptation and
learning recommendations based on the students’ learning behav-
iour, dealing with the evaluation of learning material and educa-
tional web-based courses, provide feedback to both teachers and
students of e-learning courses, and detection of atypical student’s
learning behaviour.

As for the classification (one of the most useful educational data
mining tasks in e-learning), there are different educational objec-
tives for using classification, such as: to group students who are
hint-driven or failure-driven and find common misconceptions
that students possess [20], to predict/classify students when using
intelligent tutoring systems [15], etc. Some other examples are:
predicting a student’s academic success (to classify as low, med-
ium and high risk classes) using different data mining methods
[21]; using neural network models from Moodle logs [22]. Finally,
Lykourentzou et al. [23] use feed-forward neural networks, support
vector machines and probabilistic ensemble simplified fuzzy ART-
MAP for the prediction of student dropout.

2.2. Online learning algorithms and incremental ensemble classifiers

When comparing online and batch algorithms, it is worthwhile
to keep in mind the different types of setting where they may be
applied. In a batch setting, an algorithm has a fixed collection of
examples in hand, and uses them to construct a hypothesis, which
is used thereafter for classification without further modification. In
an online setting, the algorithm continually modifies its hypothesis
as it is being used; it repeatedly receives a pattern, predicts its clas-
sification, finds out the correct classification, and possibly updates
its hypothesis accordingly.

The on-line learning task is to acquire a set of concept descrip-
tions from labelled training data distributed over time. This type of
learning is important for many applications, such as computer
security, intelligent user interfaces, and market-basket analysis.
For instance, customer preferences change as new products and
services become available. Algorithms for coping with concept drift
must converge quickly and accurately to new target concepts,
while being efficient in time and space.

Desirable characteristics for incremental learning systems in
environments with changing contexts are:

� the ability to detect a context change without the presentation
of explicit information about the context change to the system.
� the ability to quickly recover from a context change and adjust

the hypotheses to fit the new context.
� the capability to make use of previous experience in situations

where old contexts reappear.

Online learning algorithms process each training instance once
‘‘on arrival” without the need for storage and reprocessing, and
maintain a current hypothesis that reflects all the training in-
stances seen so far. Such algorithms are also useful with very large
datasets, for which the multiple passes required by most batch
algorithms are prohibitively expensive.

Numerous surveys have been conducted to study the incremen-
tal ensemble classifiers for a number of applications [24–31].

Researchers as Swere et al. [32] have developed online algo-
rithms for learning traditional machine learning models such as
decision trees. Given an existing decision tree and a new example,
this algorithm adds the example to the example sets at the appro-
priate non-terminal and leaf nodes and then confirms that all the
attributes at the non-terminal nodes and the class at the leaf node
are still the best.

Batch neural network learning is often performed by making
multiple passes (known in the literature as epochs) through the
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