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a b s t r a c t

This paper presents a novel recurrent kernel algorithm for online learning. It introduces a propagation
scheme to recycle the kernel state information. The novel structure keeps records of the training sample
information and incorporates it in the learning task over time to preserve the characteristics of the
training sequences. In order to ensure the convergence of the algorithm, an adaptive training method
is proposed to tune the kernel weight and recurrent weight simultaneously followed by detailed analysis
of the weight convergence. Numerical simulations are presented to show the effectiveness of the
proposed algorithm.

� 2015 Elsevier B.V. All rights reserved.

1. Introduction

Kernel methods are nonparametric tools with universal approx-
imation capacity. The fundamental idea of kernel methods is that a
Mercer kernel is applied to transform the low-dimensional feature
vector into a high-dimensional reproducing kernel Hilbert space
(RKHS). The increase of feature dimensionality makes many non-
linear problems linearly solvable in the RKHS. The inner product
of two high-dimensional feature vectors in RKHS can be calculated
efficiently without knowing the exact transform function, which is
known as the popular ‘‘kernel trick’’. Underlying the RKHS, kernel
methods provide powerful tools with linearity, convexity, and
universal approximation capabilities for machine learning, data
mining and pattern recognition.

In the last decade, a lot of kernel online learning (KOL)
algorithms have been proposed for various applications for the
structure simplicity and computational power of kernel methods.
These algorithms include the type of kernel least mean square
(LMS) algorithm [1,2], the kernel affine projection typed algorithm
[3,4], and the type of kernel recursive least square algorithm [5].
The kernel online learning algorithms are used in many applica-
tions [6–8]. They were also extended to the multiple kernel online
learning using multiple-scale kernels [9–11]. Due to the linearity of
the output in kernel methods, the popular used linear square least
algorithms are able to be generalized into the RKHS for the KOL

algorithm updating. However, most of the current KOL algorithms
are type of feed-forward networks. The system output only depends
on its current feature inputs, with no explicit relations to the pre-
vious inputs or outputs. The recurrent networks have been very
popular for their powerful capabilities in nonlinear modeling.
Some successful examples of the recurrent networks can be seen
in recurrent neural networks (RNNs) [12,13], recurrent SVMs
[14–16], and recurrent radial basis function (RBF) networks
[17,18]. The modeling ability of recurrent neural networks were
enhanced especially in time series processing and motivated a lot
of applications of other recurrent networks. Recently, some recur-
rent kernel algorithms are proposed and they perform very well in
various applications. A example is the linear recurrent kernel
online learning algorithm where the one-step previous output
was applied to estimated the current output in a linear way [19].
There are some fundamental differences between kernel methods
and artificial neural networks. Kernel methods are applied in many
domains by the use of kernel functions. The inner products of two
feature vectors can be easily calculated by a kernel and this oper-
ation is often computationally cheaper than their explicit compu-
tation in the high dimensional space. While Artificial neural
networks are analogy to the neurons of human beings.
Theoretically, kernel functions meet the Mercer’s theorem but neu-
ral networks activation functions do not have this property.
Structurally, kernel methods have only one layer, but neural net-
works can have multiple layers and the center of the kernel func-
tion is based on the data points. However, the center of
activation function in neural network are usually randomly
selected and evolved accordingly.
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This paper presents a recurrent kernel algorithm with a novel
structure. The feedback is from the kernel state vector (the output
of the hidden-layer) and it is recycled at each training step and
incorporated in the estimation of the current output. In such a
novel way, the current state of the hidden-layer as a feedback is
preserved to estimate the next-step state constrained by a recur-
rent weight. This type of scheme helps to keep records of the prior
state information of training samples, which enables the algorithm
to continuously apply the training sample information over time.
Due to this feedback, the algorithm can preserve training sample
information over multiple steps and this is especially significant
in the case of applications involving time-series and streaming
data. In the recurrent algorithm, an additional recurrent weight
is applied to constrain the feedback of current state information.
A LMS type training algorithm is proposed to tune the optimal ker-
nel weight and recurrent weight simultaneously in an online fash-
ion where at each training step one training sample is presented to
the learning system. In order to guarantee the whole weight con-
vergence and make the learning system converge fast in terms of
external disturbance, an adaptive training method is proposed to
adjust the training process. The main contributions of this paper
are (1) it firstly introduces a novel recurrent structure for kernel
online learning algorithm which recycles the hidden-layer state
information; (2) it presents an adaptive training method to tune
the kernel weight and recurrent weight simultaneously which
ensures the convergence of the two weight parameters, while in
our previous work [19], the kernel weight and the recurrent
parameter were trained separately. The large amount of data is a
challenge in data processing in both clustering and classification.
A variety of suitable approaches have been proposed for this issue
such as the scalable sparse subspace clustering applying l1 norm
constraint [20] and the locality representing strategy in [21]. The
sparsification rules for kernel online learning have been widely
investigated [2–5,22]. To curb the increasing growth of the kernel
function number, the coherence-based criterion [22] is used for
sparsification and a recurrent kernel algorithm is proposed for
online learning applications. Previously, we have proposed a linear
recurrent kernel (LRKOL) algorithm for online learning [19]. The
novelty of the algorithm presented in this paper lies in: (1) The net-
work structure is novel. In the previous LRKOL algorithm, the feed-
back is the one-step previous output; while in the algorithm
proposed in this paper, the feedback is from the kernel state vector
(the output of the hidden-layer) and it is recycled at each training
step. (2) The training algorithm is different. In the proposed algo-
rithm, it applies an adaptive training method to tune the kernel
weight and recurrent weight simultaneously in a unified frame-
work. While in the previous LRKOL algorithm, the kernel weight
and the recurrent parameter were trained separately.

The organization of this paper is as follows. In Section 2, we
introduce some fundamental ideas of kernel online learning algo-
rithms. In Section 3 and Section 4, the proposed recurrent kernel
online learning algorithm is presented. The detailed network struc-
ture and training method are described followed by the analysis of
its weight convergence. In Section 5, numerical simulation results
of two examples are presented and finally conclusion is given in
Section 6.

2. Kernel online learning algorithms

Suppose that H is a Hilbert Space and h�; �iH is the inner product
in the Hilbert Space. A mapping function uð�Þ transfers the input
feature space U to a higher dimensional spaceH. The inner product
of two feature vectors in the RKHS become [23]:

huðuðiÞÞ;uðuðjÞÞiH ¼ jðuðiÞ;uðjÞÞ ð1Þ

where kð�; �Þ is a positive definite and symmetric kernel function.
The inner product of two feature vectors in the higher dimensional
feature space can be easily computed by (1) without knowing the
exact function form of uð�Þ, which is usually called the kernel trick.
This idea is extensively used in the kernel methods.

Given the feature input-desired output sequence fuðjÞ; dðjÞgt
j¼1,

kernel methods aim to find a function f ð�Þ to best fit the output
f ðuðtÞÞ ¼ hf tð�Þ;jð�;uðtÞÞiH. By virtue of the representer theorem
[23], the function f tð�Þ can be expressed as linear form in the RKHS

f tð�Þ ¼ xTðtÞuð�Þ ð2Þ

where xðtÞ is the weight coefficient and it can be expressed as a lin-
ear combination of the feature vectors in the RKHS

xðtÞ ¼
Xt

j¼1

ajðtÞuðuðjÞÞ: ð3Þ

By the kernel trick, the output is

f tð�Þ ¼
Xt

j¼1

ajðtÞjð�;uðjÞÞ ð4Þ

where jð�;uðjÞÞ is a kernel function with its center being the input
feature vector uðjÞ and ajðtÞ is the kernel weight coefficient.
However, in classical kernel methods, the kernel function number
becomes very large as the number of training data continuously
increases. The large number of kernel functions makes the algo-
rithms not only be in danger of over-fitting but also with a high
computational complexity. In online learning context, to curb the
growing size of network, representative kernel function centers
should be chosen. Recently, different sparsification methods were
proposed to address this issue. They aimed to select a compact dic-
tionary with finite size using different criteria including the
coherence-based criterion, approximate linear dependency (ALD)
criterion, novelty criterion and the information theoretic method
[24,5,22,25]. In sparse kernel representation, supposed that a sparse
dictionary DðtÞ ¼ cjðtÞ;

� �m
j¼1 with m members is obtained, the esti-

mated function becomes

f tð�Þ ¼
Xm

j¼1

ajðtÞjð�; cjðtÞÞ ð5Þ

where the number of kernel functions is largely reduced.

3. State recurrent kernel online learning algorithm

The novel recurrent kernel algorithm introduces a feedback
loop in the hidden-layer of the network. Compared with the
feed-forward kernel algorithm, the output of the proposed recur-
rent kernel algorithm depends both on the current kernel evalua-
tion vector and the previous kernel state. The explicit network
structure is shown in Fig. 1. Consider the current input uðtÞ, the
estimated output yðtÞ is determined by the current kernel evalua-
tion vector kðtÞ and the previous kernel state sðt � 1Þ in the recur-
rent loop, which can be formulated as

sðtÞ ¼ KðtÞsðt � 1Þ þ kðtÞ
yðtÞ ¼ sðtÞTaðtÞ

(
ð6Þ

where kðtÞ 2 Rm�1 is the kernel evaluation vector of the feature
input based on the existing dictionary DðtÞ ¼ c1ðtÞ; . . . ; cmðtÞf g and
it is defined as

kðtÞ ¼ jðuðtÞ; c1ðtÞÞ; . . . ;jðuðtÞ; cmðtÞ½ �T : ð7Þ

The state matrix KðtÞ ¼ diag k1ðtÞ; . . . ; kmðtÞf g is the diagonal matrix

form of the recurrent weight kðtÞ ¼ k1ðtÞ; . . . ; kmðtÞ½ �T 2 Rm�1 and
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