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a b s t r a c t

Learning from imbalanced data is a problem which arises in many real-world scenarios, so does the need
to build classifiers able to predict more than one class label simultaneously (multilabel classification).
Dealing with imbalance by means of resampling methods is an approach that has been deeply studied
lately, primarily in the context of traditional (non-multilabel) classification.

In this paper the process of synthetic instance generation for multilabel datasets (MLDs) is studied and
MLSMOTE (Multilabel Synthetic Minority Over-sampling Technique), a new algorithm aimed to produce
synthetic instances for imbalanced MLDs, is proposed. An extensive review on how imbalance in the mul-
tilabel context has been tackled in the past is provided, along with a thorough experimental study aimed
to verify the benefits of the proposed algorithm. Several multilabel classification algorithms and other
multilabel oversampling methods are considered, as well as ensemble-based algorithms for imbalanced
multilabel classification. The empirical analysis shows that MLSMOTE is able to improve the classification
results produced by existent proposals.

� 2015 Elsevier B.V. All rights reserved.

1. Introduction

Classification is one of the main supervised learning applica-
tions, an important field in Machine Learning [1]. The goal is to
train a model using a set of labeled data samples, obtaining a clas-
sifier able to label new, never seen before, unlabeled samples. The
datasets used in traditional classification have only one class per
instance. By contrast, in multilabel datasets (MLDs) [2] each
instance has more than one class assigned, and the total number
of different classes (labels) can be huge.

In many real world scenarios, such as text classification [3] and
fraud detection [4], the number of instances associated to some
classes is much smaller (greater) than the amount of instances
assigned to others. This problem, known as imbalanced learning,
has been widely studied over the last decade [5] in the context
of classic classification. It is also present in multilabel classification
(MLC), since labels are unevenly distributed in most MLDs. To deal
with imbalance in MLC, methods based on algorithmic adaptations
[6–8], the use of ensembles [9,10], and resampling techniques [11–
13] have been proposed.

Among the existent resampling techniques, those based on the
generation of new samples (oversampling) have shown [14] to
work better than others. The new samples can be clones of existent
ones, or be synthetically produced as in SMOTE (Synthetic Minority
Over-sampling Technique) [15]. Multilabel oversampling algo-
rithms based on the cloning approach have been proposed in
[12,13], being demonstrated its capability to deliver an improve-
ment in classification results. A synthetic approach to produce
new samples in MLDs is still to be faced. SMOTE is the most pop-
ular algorithm for this task in non-multilabel datasets, so it would
be a good starting point.

Imbalance in MLC has been faced mainly through algorithmic
adaptations and the use of ensembles, while the resampling
approach is the least examined path until now. Nevertheless it is
an interesting way and deserves to be taken into account, as the
results in [12] have shown. Since oversampling algorithms seem
to produce better results, designing a more advanced method to
produce new data samples could be worth the effort. This is the
motivation behind MLSMOTE (Multilabel Synthetic Minority
Over-sampling Technique), a novel multilabel oversampling algo-
rithm designed to create synthetic instances associated to minority
labels.

The popular SMOTE algorithm takes all the samples belonging
to the minority class, picks a random instance among the nearest
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neighbors of each one, and produces a new sample with the same
minority class. Both the number of nearest neighbors and the
amount of synthetic instances used for each minority sample can
be adjusted. In a multilabel context there will always be more than
one minority label, thus a strategy for choosing the appropriate
instances has to be established. Moreover, the synthetic instances
need a set of labels (labelsets) instead of being associated to an
individual class. Therefore, a method to generate these synthetic
labelsets has also to be settled.

The aim of this paper is to present MLSMOTE. As mentioned
above, its goal is to produce synthetic instances associated to
minority labels. In order to know which labels are minority,
MLSMOTE leans on the multilabel imbalance measures proposed
in [16]. The features of the synthetic instances are obtained by
interpolation of values belonging to nearest neighbors, as in
SMOTE. The labelsets of these new instances are also gathered
from nearest neighbors, taking advantage of label correlation infor-
mation in the neighborhood. For this task three different methods
were studied, the intersection of the labels which appear in the
neighbors, the union of those, and a third method based on a rank-
ing of label occurrences. An extensive experimentation, structured
in two different phases that will be detailed later, has been con-
ducted. From the analysis of this experimentation it can be con-
cluded that MLSMOTE, our multilabel synthetic minority
oversampling technique, accomplishes a general improvement in
classification results when compared with previous proposals with
the same purpose.

The rest of this paper is organized as follows. In Section 2 the
MLC and imbalanced learning problems are introduced. Section 3
provides a comprehensive review on the published approaches to
work with multilabel imbalanced datasets. Section 4 provides all
the details about the MLSMOTE algorithm, its parameters and
implementation. In Section 5 the experimental framework used
is defined, and the results obtained from experimentation are ana-
lyzed. Section 6 provides a final discussion and conclusions.

2. Preliminaries

The algorithm proposed in this paper has ties with two different
topics, multilabel classification and imbalanced learning. In this
section a brief introduction to both is provided, along with some
specific details regarding imbalanced learning in the multilabel
context.

2.1. Multilabel classification

In traditional classification the datasets are composed of a set of
input features and a unique value in the output attribute, the class
or label. In MLC [2] each sample may contain more than one value
(class) in the output feature. Thus, the output of the classifier is not
an individual label but a set of them. As stated in [2], a multilabel
classifier will usually generate its prediction using two different
methods. One is giving as output a bipartition, composed as a set
of true/false values for each label. Another is returning a label rank-
ing. In any case, most MLC solutions are built around one of two
different approaches:

� Data transformation methods aim to convert the original data-
set in order to use traditional classification algorithms to pro-
cess it. A complete taxonomy of transformation methods for
MLDs can be found in [17]. The two most popular ones are
called Binary Relevance (BR) [18] and Label Powerset (LP)
[19]. The former generates multiple binary datasets, one for
each label, while the latter produces only one multiclass data-
set, using as class the set of active labels in each sample.

� The goal of the method adaptation approach is to modify known
classification algorithms to make them able to work with MLDs.
There are many proposals in this field, from MLC trees like
ML-TREE [20] or a multilabel kNN called ML-kNN [21] to multi-
label neural networks [22,23] and SVMs [24]. There are also sev-
eral methods based on ensembles of classifiers, such as RAkEL
[25], CLR [26], HOMER [27], CC [28], and ECC [29], as well as
other approaches to the problem, such as the use of
Error-Correcting Codes [30].

In addition to new algorithms, MLC also demanded specific
measures to evaluate classification results, as well as measures
aimed to assess some MLDs peculiarities. In [2] the definition of
most of them can be found. A recent review on the
state-of-the-art multilabel learning algorithms, as well as evalua-
tion measures, can be found in [31]. The measures used in this
study will be defined later, in SubSection 2.3 (characterization
measures) and Section 5 (evaluation measures).

2.2. Imbalance in traditional classification

In general, most classifiers underperform when used with
imbalanced datasets. As stated in [32] the reason lies in their
design, aimed to reduce the global error rate. This is a design which
tends to benefit the most represented class in the dataset (majority
class), labeling new instances with this class at the expense of the
minority class. Moreover, imbalanced distribution of classes can
complicate other common problems, such as noisy labels [33].

Three main approaches [34] have been proposed to face the
imbalance problem. Data resampling follows the preprocessing
approach, rebalancing the class distribution by deletion [35] or cre-
ation [15] of instances. Resampling techniques are
classifier-independent solutions to the imbalanced learning prob-
lem, albeit some proposals for specific classifiers exist [36], and
have shown their general effectiveness [14]. The other two
approaches, algorithmic adaptations [37] and cost sensitive classi-
fication [38], are classifier dependent. The goal of the former is to
modify existent classifiers taking into account the imbalanced nat-
ure of the datasets. The latter combines the design of adapted clas-
sifiers with some data preprocessing techniques. The present study
is focused in the first approach. A general introduction and addi-
tional details about these approaches can be found in [39]. In some
cases, resampling techniques are used along with ensembles of
classifiers to tackle the imbalance problem. A general overview
on ensemble methods is provided in [40]. The use of ensembles
in imbalanced classification was recently reviewed in [41], and
some specific algorithms are proposed in [42].

Most resampling algorithms consider one majority (minority)
class only. Thus, undersampling techniques remove instances from
the most frequent class only, whereas oversampling methods cre-
ate instances from the least frequent one only. SMOTE works this
way, generating new samples associated to the least frequent class.
Firstly, the set of instances belonging to the minority class is
obtained. For each instance in this set, SMOTE gathers a small
batch of nearest neighbors. Typically the size of this group is 5.
For each synthetic instance to produce, one of these neighbors is
randomly picked. The features of the new sample are interpolated
along the line which connects the reference and the neighbor
instances. The class of the synthetic sample is always the minority
class.

2.3. Imbalance in multilabel classification

The total number of distinct labels tends to be quite large in
nearly all MLDs. The most usual cases are in the range from several
dozens to a few hundreds of labels. There also are some extreme
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