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Abstract

A recommender system’s ability to establish trust with users and convince them of its recommendations, such as which camera or PC
to purchase, is a crucial design factor especially for e-commerce environments. This observation led us to build a trust model for recom-
mender agents with a focus on the agent’s trustworthiness as derived from the user’s perception of its competence and especially its ability
to explain the recommended results. We present in this article new results of our work in developing design principles and algorithms for
constructing explanation interfaces. We show the effectiveness of these principles via a significant-scale user study in which we compared
an interface developed based on these principles with a traditional one. The new interface, called the organization interface where results
are grouped according to their tradeoff properties, is shown to be significantly more effective in building user trust than the traditional
approach. Users perceive it more capable and efficient in assisting them to make decisions, and they are more likely to return to the inter-
face. We therefore recommend designers to build trust-inspiring interfaces due to their high likelihood to increase users’ intention to save
cognitive effort and the intention to return to the recommender system.
� 2007 Elsevier B.V. All rights reserved.
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1. Introduction

The importance of explanation interfaces in providing
system transparency and thus increasing user acceptance
has been well recognized in a number of fields: expert sys-
tems [11], medical decision support systems [2], intelligent
tutoring systems [29], and data exploration systems [4].
Being able to effectively explain results is also essential
for product recommender systems. When users face the dif-
ficulty of choosing the right product to purchase, the ability
to convince them to buy a proposed item is an important
goal of any recommender system in e-commerce environ-
ments. A number of researchers have started exploring
the potential benefits of explanation interfaces in a number
of directions.

Case-based reasoning recommender systems that can
explain their recommendations include ExpertClerk [27],
Dynamic critiquing systems [12], FirstCase and TopCase
[16,17]. ExpertClerk explained the selling point of each sam-
ple in terms of its difference from two other contrasting sam-
ples. In a similar way, FirstCase can explain why one case is
more highly recommended than another by highlighting the
benefits it offers and also the compromises it involves with
respect to the user’s preferences. In TopCase, the relevance
of any question the user is asked can be explained in terms
of its ability to discriminate between competing cases.
McCarthy et al. [12] propose to educate users about product
knowledge by explaining what products do exist instead of
justifying why the system failed to produce a satisfactory
outcome. This is similar to the goal of resolving users’ pref-
erence conflict by providing them with partially satisfied
solutions [25]. Some consumer decision support systems with
explanation interfaces can be found on commercial websites
such as Logical Decisions (www.logicaldecisions.com),
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Active Decisions (www.activedecisions.com), and Smart-
Sort (shopping.yahoo.com/smartsort).

A number of researchers also reported results from eval-
uating explanation interfaces with real users. Herlocker
et al. [10] addressed explanation interfaces for recom-
mender systems using ACF (automated collaborative filter-
ing) techniques, and demonstrated that a histogram with
grouping of neighbor ratings was the most compelling
explanation component among the studied users. They
maintain that providing explanations can improve the
acceptance of ACF systems and potentially improve users’
filtering performance. Sinha and Swearingen [28] found
that users like and feel more confident about recommenda-
tions that they perceive as transparent.

So far, previous work on explanation interfaces has not
explored its potential for building users’ trust in recom-
mender agents. Trust is seen as a long term relationship
between a user and the organization that the recommender
system represents. Therefore, trust issues are critical to
study especially for recommender systems used in e-com-
merce where the traditional salesperson, and subsequent
relationship, is replaced by a product recommender agent.
Studies show that customer trust is positively associated
with customers’ intention to transact, purchase a product,
and return to the website [8]. These results have mainly
been derived from online shops’ ability to ensure security,
privacy and reputation, i.e., the integrity and benevolence
aspects of trust constructs, and less from a system’s compe-

tence such as a recommender system’s ability to explain its
result. These open issues led us to develop a trust model for
building user trust in recommender agents, especially
focusing on the role of the competence construct. We pur-
sue our research work in four main areas: (1) we investigate
the inherent benefits of using explanation for trust building
in recommender systems; (2) we examine whether compe-
tence-inspired trust provides the same trust-related benefits
as other trust constructs, for example benevolence and
integrity; (3) we seek promising areas to investigate inter-
face design issues for building user trust, and (4) we
develop sound principles and algorithms for building such
interfaces. In the first stage of this work, we have developed
a trust model for recommender systems1 and evaluated its
validity through a carefully constructed user survey [5]. We
established that competence perception is an essential con-
tribution to trust building and provides trust-induced ben-
efits such as intention to return. As the second part of this
work, it is therefore essential to concentrate on those
design aspects of an interface that help the system increase
its perceived competence. The work reported in this article
emphasizes design principles and algorithms for generating
competence-inspiring interfaces and testing these principles
in empirical studies.

This article is organized as follows: Section 2 summa-
rizes our previous work in developing a trust model for rec-
ommender systems and some results from a qualitative
survey, which identified explanation interfaces as one of
the most promising areas to address issues for building user
trust; Section 3 describes a set of general principles derived
from an in-depth examination of various design dimen-
sions for constructing explanation interfaces, followed by
an algorithm that we developed to optimize these princi-
ples; Section 4 presents a research model which explains
more clearly how we developed the hypotheses on the main
benefits of explanation interfaces, and discusses the design
and implementation of a significant-scale empirical study
to validate these hypotheses; Section 5 reports results from
that study indicating that the organization-based explana-
tion, where recommendations are organized into different
categories according to their tradeoff properties relative
to the top candidate, is more likely to inspire users’ trust,
given the fact users perceive it more capable and efficient
in helping them interpret and process decision information
(i.e., effort saving), and are more likely to return to it; Sec-
tion 6 discusses the implication of this work to related work
in this area, followed by the conclusion and future work.

The present article provides a number of follow-up
results and more analytical detail to our earlier paper
[24]. To better explain how the organization interface algo-
rithm works in action, we use a step-by-step data flow dia-
gram in Section 3.2 (organization algorithm) to illustrate
the generation of such interfaces (see Fig. 1). Section 4.1
explains how we establish the hypotheses and their inter-
relationships to be tested in the empirical study. More dis-
cussions are given on the design of user tasks and their
rationale (Section 4.3). Section 5.2 is added to include
new results from path coefficient analyses to show the
important causal relationships of trust constructs. Several
important conclusions regarding user trust and its benefits
such as users’ intention to save cognitive effort are derived.
To offer some explanations on why users prefer the organi-
zation based interfaces, we analyzed and have included
users’ actual comments in Section 5.3. Finally, we include
more detailed discussion of the future work in Section 7
(Conclusion), particularly addressing the long-term trust
issues and how trust relates to other issues such as user
control and privacy.

2. Trust model and explanation interfaces

This section summarizes our earlier work and results on
constructing a trust model for recommender systems [5]. It
is intended to offer an overview of the overall research
agenda and a roadmap identifying the most promising areas
for investigating design issues for trust-inspiring interfaces.

2.1. Trust model for recommender systems

We have conceptualized a competence-focused trust
model for recommender agents (see details in [5]). It consists

1 We use recommender systems and agents interchangeably. However,
the term ‘‘system’’ is used more often to refer to the entire computing
environment, while ‘‘agent’’ is more frequently used to refer to the
interface of a system and the perception it creates.
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