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a b s t r a c t

A probabilistic relational database is a probability distribution over a set of deterministic relational databases

(namely, possible worlds). Efficient updating information in probabilistic databases is required in several

applications, such as sensor networking and data cleaning. As a way to update a probabilistic database, con-

ditioning refines the probability distribution of the possible worlds based on general knowledge, such as

functional dependencies. The existing methods for conditioning are exponential over the number of vari-

ables in the probabilistic database for an arbitrary constraint. In this paper, a constraint-based condition-

ing framework is proposed, which solves the conditioning problem by considering only the variables in the

given constraint. Then, we prove the correctness of our proposed approach and provide efficient algorithms

for each step of the approach. Afterward, a pruning strategy that can significantly improve the efficiency

of the constraint-based approach is proposed for the functional dependency constraints. Furthermore, for

functional dependency constraints, a variable-elimination strategy that minimizes the number of generated

variables can benefit the subsequent query processing. The experimental study shows that the constraint-

based approach is more efficient than other approaches described in the literature. The effectiveness of the

two optimization strategies for functional dependency constraints is also demonstrated in the experiment.

© 2015 Elsevier B.V. All rights reserved.

1. Introduction

Deterministic databases were invented to support applications

that require precise data semantics, such as banking, payroll, and

accounting. However, modern applications need to process uncertain

data that are retrieved from diverse and autonomous sources [1],

such as data cleaning [2,3], sensor networks [4,5], tracking moving

objects [6,7], or healthcare information systems [8]. For example,

in the context of data cleaning [9], many real-world applications

accurately merge a number of duplicate records. Fully eliminating

erroneous duplicates is still an exhausting human labor intensive

process. Furthermore, full deduplication could result in the loss

of valuable information. Probabilistic databases are an alternative

approach to keeping all of the candidates (and their probabilities)

that potentially refer to the same entity. Informally, a probabilistic

database is a probability distribution over a set of deterministic

databases (namely, possible worlds) [10].

Efficient updating in probabilistic databases is required in sev-

eral applications. Continuous learning and surveying introduce sig-

nificant new rules, such as statistical relational learning and domain
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knowledge from experts. Statistical relational learning might learn

some rules as conditioning constraints, and then, the constraints can

be used to update the probabilistic databases. Updating probabilistic

databases based on new rules is important to a wide range of applica-

tions. For example, the authors of [11] agree that modern knowledge

bases such as Yago [12], DeepDive [13], and Google’s Knowledge Vault

[14] are constructed from large corpora of text by using some form of

supervised information extraction. The extracted data usually starts

as a large probabilistic database; then, its accuracy is improved by

adding domain knowledge expressed as constraints. In the context of

data cleaning, as stated by the authors of [15], “it is only natural to

start with a probabilistic database and clean it – reduce uncertainty

– by adding constraints or additional information”. Several rules are

specified to remove impossible value assignments of the data. In the

context of sensor networks [16], sensor readings are usually repre-

sented using correlated probabilistic models. Many applications ben-

efit from updating correlated sensor data, for example, obtaining the

values of the other correlated sensors by figuring out the up-to-date

value of one sensor. Similar applications exist in data integration [17].

Conditioning a probabilistic database with a constraint is per-

formed by removing all of the possible worlds that do not satisfy

the given constraint. Then, the probability of each remaining possi-

ble world is refined according to the conditional probability of the

possible worlds when the constraint is true. The conditioning prob-

lem is to find such a probabilistic database that assigns the possible
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Table 1

A probabilistic database D.

(a) R1 (b) V _P

RID Image ID Box ID Face f V P

t1 Image1 Box1 Mary e1 e1 0.4

t2 Image1 Box1 Lily ¬e1 e2 0.5

t3 Image1 Box2 Mary e2 e3 0.8

t4 Image2 Box1 Tom e3

Table 2

Eight possible worlds of D.

wi(e1, e2, e3) R1 P(wi)

w0(0, 0, 0) {t2} 0.06

w1(0, 0, 1) {t2, t4} 0.24

w2(0, 1, 0) {t2, t3} 0.06

w3(0, 1, 1) {t2, t3, t4} 0.24

w4(1, 0, 0) {t1} 0.04

w5(1, 0, 1) {t1, t4} 0.16

w6(1, 1, 0) {t1, t3} 0.04

w7(1, 1, 1) {t1, t3, t4} 0.16

worlds that satisfy the given constraint with new probabilities. We

use an example to illustrate the conditioning problem.

Example 1. Social networks such as Facebook and Flickr store digi-

tal photographs for users. Facebook provides the functionality of face

detection, i.e., when a user moves the mouse over a person’s face in

her photograph, a box shows up to highlight the face. For each pho-

tograph, one or more bounding boxes represent faces, using face de-

tection. The face recognition system recognizes whose face it is in

each box. Let us consider that there is an automatic face recognition

system for social networks. The face recognition information cannot

be modeled by a traditional relational database because they are un-

certain and could be correlated. We use a probabilistic database to

represent such information.

The Boolean expression that is associated with a tuple, as shown

in column f of Table 1(a), is interpreted as the condition that the tuple

be correct. The probability that is associated with a Boolean variable,

as shown in Table 1(b), is interpreted as the probability of the vari-

able being true. The probabilities of the Boolean variables induce the

probabilities of the tuples to be correct. For example, the probability

that Box 1 in Image 1 is Mary is P(e1) = 0.4, and the probability that

it is Lily is P(¬e1) = 0.6.

Each assignment of variables in V _P represents one possible world

of D: this possible world contains all of the tuples whose associated

formulae are satisfied by the given assignment. Table 2 shows eight

possible worlds of R1, where wi(e1, e2, e3) is the ith possible world,

and P(wi) is the corresponding probability of wi. Although R1 appears

to be a traditional relational database, its semantics involve a set of

possible worlds, which is different from a RDB. Any queries over prob-

abilistic relational databases are semantically applied to each possi-

ble world [18].

Let us consider the additional knowledge that a person can be in

a photograph at most once. This constraint implies that t1 and t3 can-

not exist at the same time. Conditioning the probabilistic database

with this constraint should have the effect of filtering out those pos-

sible worlds that do not satisfy this constraint. Here, w6 and w7 do

not satisfy this constraint. The conditioned probabilistic database

is obtained by removing these two possible worlds. The probabil-

ities of the remaining possible worlds in the conditioned proba-

bilistic database are conditional probabilities in the same sample

space [15,19]. For example, the probability of w3 in the conditioned

probabilistic database is P(w3|C) = P(w3 ∧ C)/P(C) = 0.24/0.8 = 0.3,

where P(C) is the sum of the probabilities of those possible worlds

that satisfy C.

The conditioning problem is to find a probabilistic database that

represents the set of the valid possible worlds according to the given

constraint, with their new probabilities.

The conditioning problem in probabilistic relational databases has

been studied in [15,19,20]. Koch and Olteanu [15] show that condi-

tioning is NP-Hard. They develop ws-trees to capture constraint in-

formation. However, it is not easy to construct a tree efficiently to

compute the probability of the represented constraint and perform

conditioning. In [19,20], Tang et al. identify tractable scenarios for

which they devise polynomial time algorithms to perform condition-

ing. They focus on the special cases in which the tuples are inde-

pendent, and the constraints considered are observation constraints,

X-tuple constraints, and referential constraints. However, one of the

challenges in conditioning probabilistic databases is that the existing

methods are exponential over the number of variables in the proba-

bilistic database for an arbitrary constraint as a result of enumerating

possible worlds. For a probabilistic database that has nR tuples and

nE variables involved in the formulae of tuples, the time complex-

ity of the existing conditioning method is O(nR · 2nE ) for an arbitrary

constraint.

Functional dependency constraints are a common type of con-

straint in relational databases. A functional dependency constraint

in a probabilistic database can be transformed into a set of mutually

exclusive constraints (several tuples are exclusive). For a mutually ex-

clusive constraint over correlated uncertain data, the time complexity

of the existing conditioning method is also O(nR · 2nE ).

Due to the high time complexity of the existing conditioning

method, we propose a constraint-based conditioning framework to

tackle this challenge under a general uncertainty model that allows

for probabilistic correlations. This framework is based on two ideas:

(1) considering the assignments of variables appearing in the con-

straint only, instead of enumerating the possible assignments of all of

the variables in the formulae of tuples in the probabilistic database;

and (2) applying variable-replaced mechanisms to update the formu-

lae of tuples, while avoiding the replacement of every variable in the

probabilistic database. In this paper, we provide efficient algorithms

for each step of the constraint-based conditioning framework.

For functional dependency constraints, to further improve the ef-

ficiency of the constraint-based conditioning framework, we seek op-

timization strategies that are based on two ideas: (1) FD_C_based: for

functional dependency constraints, we devise a pruning strategy to

further improve the efficiency of the constraint-based conditioning

approach; (2) FD_V E_C_based: based on FD_C_based, to reduce the

number of generated variables, multiple satisfactory assignments of

the constraint that lead to the same possible world are identified and

combined.

Our main contributions in this article are summarized as follows.

(1) For an arbitrary constraint, due to the high time complexity

of the existing conditioning method, we propose a constraint-

based conditioning framework to tackle this challenge under

a general uncertainty model that allows for probabilistic cor-

relations. This framework minimizes the set of tuples whose

formulae must be updated.

(2) We prove the correctness of the proposed constraint-based

conditioning algorithm by showing that it finds an equiva-

lent representation of a conditioned probabilistic database. We

provide efficient algorithms for each step of the constraint-

based conditioning framework.

(3) We propose two optimization strategies for functional depen-

dency constraints: a pruning strategy further improves the ef-

ficiency of the constraint-based approach, by pruning some

impossible assignments as early as possible, and a variable-

elimination strategy minimizes the number of variables in the

conditioned probabilistic database.
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