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a b s t r a c t

Symbolic, subsymbolic, and hybrid approaches to rule extraction have so far relied on subsets of first-order

logic to cope with the expressiveness trade-off of knowledge representation, on black-box approaches based

on artificial neural networks, or on frequent association rule mining in the knowledge discovery and data

mining fields. In this article, we present an entirely new method for rule extraction in knowledge-based sys-

tems that consists in retrieving an initial set of rules extracted from a knowledge base using conventional

logical approaches and then ranking this initial set of rules applying a psychologically motivated multicri-

teria decision analysis method. We show how this method can be used to implement a knowledge-based

management system, demonstrate that this method outperforms the most efficient algorithms for rule ex-

traction proposed to date in the knowledge representation and knowledge discovery fields, and describe its

implementation in a knowledge-based innovation tutoring system.

© 2015 Elsevier B.V. All rights reserved.

1. Introduction

In the field of Artificial Intelligence there has been a long debate

concerning the need for a logical foundation of the knowledge rep-

resentation language to be used in order to implement commercial-

grade, knowledge-based systems. Initial approaches to the problem

of knowledge representation postulated a so-called operational se-

mantics, that is, an ad hoc semantics not based on formal logics but

on the inner workings of the knowledge representation system per

se, hence the name operational semantics [59,62,64]. Operational se-

mantics was often difficult to formalize and, more importantly, was

not well-suited for reasoning in a logically verifiable sense.

During the 1980s and 1990s a discussion ensued in the AI commu-

nity regarding the need for a logical foundation in a knowledge repre-

sentation system. As a result, several knowledge representation lan-

guages were put forward based on first-order predicate logic [8,9,12].

By the late 1980s, the apparent need for a logical foundation in a

knowledge representation system was undisputed in the knowledge

representation community [35]. This led to the second – and still un-

settled – debate on how much expressiveness was required, that is,

how powerful the logical foundation of the knowledge-based system

and its associated knowledge representation language should be [80].
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With the development of knowledge representation systems in

the tradition of KL-ONE [14,18], which were based on the formalism of

Semantic Networks [59,84,85] and postulated a subset of first-order

predicate logic as the underlying logical foundation of a knowledge

representation system, the need for restraining the expressiveness of

the underlying semantic representation language became the main-

stream approach in the knowledge representation community. This

shift toward constraining the expressiveness of the logic was seen

as a necessary requirement in order for the underlying inferential

algorithms to show good tractability behavior [55]. This trend to-

ward reducing expressiveness in favor of tractability was embraced

by most knowledge representation systems based on restricted sub-

sets of first-order predicate logic [3,4,67,83]. As mentioned, this de-

bate has not yet been settled, as there is a difficult trade-off between

expressiveness in the knowledge base, on the one hand, and tractabil-

ity of the underlying inferential algorithms, on the other [88]. This

problem of expressiveness is a core problem in the field of knowl-

edge representation, particularly when it comes to the development

of knowledge-based systems for real-life applications such as manag-

ing processes of innovation and entrepreneurship. Expressiveness in

this context is defined as the capability of the knowledge representa-

tion language to represent knowledge of the application domain in a

way that is computationally tractable and semantically well-defined.

Unfortunately, most application domains in the area of manage-

ment are very knowledge intensive, thus requiring the deployment

of large knowledge bases and the use of more expressive knowledge

representation languages. As a result, very few knowledge-based
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approaches to evidence-based management have been attempted, of-

ten for very restricted application domains, with very few exceptions

of large infrastructure projects.

The motivation for the work reported in this article has been the

development of efficient algorithms for rule extraction from large

knowledge bases to be used in concert with an evidence-based in-

novation tutoring system designed to bridge the knowledge gaps of

emerging regions of innovation and entrepreneurship. The adequacy

of such an approach to solving this problem depends upon satisfying

the following three conditions [80]:

1. Knowledge representation: Defining and implementing a common

knowledge representation language and system for representing

knowledge and reasoning in a given application domain (innova-

tion and entrepreneurship in knowledge-intensive industries in

our case).

2. Knowledge acquisition: Acquiring knowledge from a variety of

structured and semi-structured sources to generate large knowl-

edge bases containing the knowledge required for a given appli-

cation domain (the knowledge that is diffused in emerging and

complex innovation networks in our case).

3. Knowledge extraction: Providing tools for automatic extraction of

knowledge rules from knowledge bases so that relevant answers

and/or recommendations can be generated and presented to users

(rules about processes of innovation and entrepreneurship in our

case).

The contribution of this article is a new and highly efficient

method to solve the third problem above, namely, the automatic ex-

traction of rules from a knowledge base in knowledge-based man-

agement systems. The resulting rule extraction mechanism has been

designed to be used in concert with a knowledge-based tutoring

system and builds upon a series of functions that measure the rel-

evance of rules in a knowledge base. These relevance functions

draw upon a comprehensive body of work on three main fronts:

the logical foundations of Artificial Intelligence [8,35], knowledge-

based systems and their associated knowledge representation

systems[3,4,52–55,80,84–89], and knowledge discovery and data

mining [1,50,61,97].

The article is organized as follows. In Section 2, we present previ-

ous work in the area of knowledge extraction. In Section 3, we present

how the problem of knowledge extraction from large knowledge

bases can be modeled as a multicriteria decision analysis problem. In

Section 4, we present the multicriteria decision analysis method used

to implement the rule extraction mechanism based on the problem

definition presented in Section 3. In Section 5, we provide a case that

shows how the method for rule extraction introduced in Section 4 is

used in a first implementation of a knowledge-based innovation tu-

toring system so as to comply with the systemic criteria of scalability

and performance required for this system. We also present the com-

plexity of our method and show that it outperforms the most efficient

algorithms for rule extraction in the fields of knowledge representa-

tion and knowledge discovery. In Section 6, we present the discussion

of our results. In Section 7, we present our conclusions.

2. Previous work

The problem of knowledge extraction has traditionally been dealt

with in the field of knowledge-based systems by choosing less ex-

pressive knowledge representation languages. The mainstream ap-

proach to building large knowledge representation systems has con-

sisted in reducing the expressiveness of the underlying knowledge

representation language so as to be able to implement efficient algo-

rithms for rule extraction and reasoning [55]. Unfortunately, even for

highly restricted subsets of first-order predicate logic such as descrip-

tion logics [3,4], terminological logics [14], and typed-feature logics

[83], the reasoning algorithms become quite intractable as the num-

ber of rules in the knowledge base grow [68].

Conventional approaches to solving this problem have tradition-

ally relied on standard algorithms implemented in knowledge repre-

sentation systems such as subsumption in description logics [3,4,67]

and unification in typed-feature logics [83]. More expressive knowl-

edge representation systems that embrace the full representational

power of first-order predicate logic rely on algorithms for forward

(input-driven) or backward (goal-driven) inference [80,81]. The lat-

ter approaches disregard the expressiveness trade-off of knowledge

representation, that is, the fact that more expressive knowledge rep-

resentations will lead to more inefficient – and even undecidable –

algorithms for reasoning. Despite the important initial advances in

the area of knowledge extraction, much work still needs to be done

in order to build and extract rules from large knowledge bases

for commercial-grade applications using symbolic approaches. Large

knowledge infrastructure projects such as the CycL project [53,54]

demonstrated that this endeavor is indeed possible for commercial-

grade applications in specific domains. More recent advances in ex-

tracting knowledge from texts in the symbolic tradition such as the

work done in connection with the KNEXT project at the University of

Rochester promise to provide us with tools for automatic knowledge

extraction from semi-structured and noisy text available on the Web

today [24–26,42,79,80,82].

In more recent years, the rise of non-symbolic approaches such

as artificial neural networks [32,33,78] contributed to the emergence

of so-called hybrid approaches to knowledge extraction [44,56,63].

The emergence of these hybrid approaches was fueled by the initial

success of connectionist approaches [57] despite the fact that these

black-box approaches fail to provide the level of explanation that only

white-box symbolic approaches can deliver for complex application

domains [15,27,28]. Due to the shortcomings of the rule extraction

approaches based on neural networks [47], it became clear that tra-

ditional white-box, symbolic approaches based on logics needed to

be used in concert with these connectionist, subsymbolic approaches

based on neural networks in order to solve the so-called theory and

knowledge bottleneck of knowledge-based systems [80]. As a result,

further integration of expert systems based on artificial neural net-

works with other formalisms such as fuzzy logic [99] and rough sets

[72] has contributed to the emergence of a wide variety of hybrid ex-

pert systems in different application domains [2,19,20,23,45,60].

Closely related with the rule extraction method proposed in this

article are a series of methods in the area of association rule min-

ing [1,50,61,97]. These approaches to rule extraction intend to extract

a set of nonredundant frequent rules over a given threshold of “in-

terestingness” from a database of transactions consisting of uniquely

identified subsets of items taken from a predefined set of items [1].

Frequent association rule mining is an important area of data min-

ing that has suffered from the fact that the association rules mined

produced extremely large sets of mostly uninteresting rules [97].

Most of the work in these areas has focused on reducing the search

space in order to come up with efficient rule extraction algorithms

for complex commercial-grade applications based on the rule extrac-

tion algorithms proposed for the less complex basket market anal-

ysis applications originally investigated in connection with frequent

association rule mining [1,50,61,97]. Our approach also departs from

probabilistic approaches in the tradition of belief rule-based systems

[21,49,90,103] in that our application domain does not call for heavy-

duty inferential processes in the knowledge base. In our application,

probabilistic conditionals stored in the knowledge base are used to

encode generic knowledge about the world and the application do-

main of innovation management. They are used to infer new rules

over an interestingness threshold and are not intended to imple-

ment the kind of predictive models typically associated with belief

rule-based systems. Contrary to belief rule-based systems, our ap-

plication domain requires a more straightforward way of calculating
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