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a b s t r a c t

Multi-relational data mining has become popular due to the limitations of propositional problem defini-
tion in structured domains and the tendency of storing data in relational databases. Several relational
knowledge discovery systems have been developed employing various search strategies, heuristics, lan-
guage pattern limitations and hypothesis evaluation criteria, in order to cope with intractably large
search space and to be able to generate high-quality patterns. In this work, we introduce an ILP-based
concept discovery framework named Concept Rule Induction System (CRIS) which includes new
approaches for search space pruning and new features, such as defining aggregate predicates and han-
dling numeric attributes, for rule quality improvement. In CRIS, all target instances are considered
together, which leads to construction of more descriptive rules for the concept. This property also makes
it possible to use aggregate predicates more accurately in concept rule construction. Moreover, it facili-
tates construction of transitive rules. A set of experiments is conducted in order to evaluate the perfor-
mance of proposed method in terms of accuracy and coverage.

� 2010 Elsevier B.V. All rights reserved.

1. Introduction

The amount of data collected on relational databases has been
increasing due to increase in the use of complex data for real life
applications. This motivated the development of multi-relational
learning algorithms that can be applied to directly multi-relational
data on the databases [19,17]. For such learning systems, generally
the first-order predicate logic is employed as the representation
language. The learning systems, which induce logical patterns valid
for given background knowledge, have been investigated under a
research area, called Inductive Logic Programming (ILP) [46]. In
general, using logic in data mining is a common technique in the
literature [52,47,57,12,63,67,39,23,49,50,5,40,35,10,36,64,16,55,
18,51,65,66].

Concept is a set of patterns to be discovered by using the hidden
relationships in the database. Concept discovery in relational dat-
abases is a predictive learning task. In predictive learning, there
is a specific target concept to be learned in the light of the past
experiences [45]. The problem setting of the predictive learning
task introduced by Muggleton in [45] can be stated as follows:
given target class/concept C (target relation), a set E of positive
and negative examples of the class/concept C, a finite set of back-
ground facts/clauses B (background relations), concept description

language L (language bias); find a finite set of clauses H, expressed
in concept description language L, such that H together with the
background knowledge B entail all positive instances E(+) and none
of the negative instances E(�). In other words, H is complete and
consistent with respect to B and E, respectively.

Association rule mining in relational databases is a descriptive
learning task. In descriptive learning, the task is to identify fre-
quent patterns, associations or correlations among sets of items
or objects in databases [45]. Relational association rules are ex-
pressed as query extensions in the first-order logic [11,13]. In the
proposed work, there is a specific target concept and association
rule mining techniques are employed to induce association rules
which have only the target concept as the only head relation.

In this paper, we present Concept Rule Induction System (CRIS),
which is a concept learning ILP system that employs relational
association rule mining concepts and techniques to find frequent
and strong concept definitions according to given target relation
and background knowledge [31]. CRIS utilizes absorption operator
of inverse resolution for generalization of concept instances in the
presence of background knowledge and refines these general pat-
terns into frequent and strong concept definitions with an APRIOR-
I-based specialization operator based on confidence.

1.1. Contributions

Major contributions and the main features of this work can be
listed as follows:
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1. The selection order of the target instance (the order in the tar-
get relation) may change the resulting hypothesis set. In each
coverage set, the induced rules depend on the selected target
instance and the covered target instances in each step do not
have any effect on the induced rules in the following coverage
steps. To overcome this problem, first, all possible values for
each argument of a relation are determined by executing simple
SQL statements in the database. Instead of selecting a target
instance, those values for each argument are used in the gener-
alization step of CRIS. By this way, the generated rules do not
depend on the instance selection order and induced rule quality
is improved.

2. This technique facilitates the generation of transitive rules, as
well. When the target concept has common attribute types with
only some of the background predicates, the rest of the predi-
cates (which are called unrelated relations) can never take part
in hypothesis. This prevents the generation of transitive rules
through such predicates. In CRIS, since all target instances are
considered together, there is no distinction for related and
unrelated relations and hence transitive rules can be induced.

3. Better rules (higher accuracy and coverage) can be discovered
by using aggregate predicates in the background knowledge.
To do this, aggregate predicates are defined in the first-order
logic and used in CRIS. In addition, numerical attributes are
handled in a more accurate way. The rules having comparison
operators on numerical attributes are defined and used in the
main algorithm.

4. CRIS utilizes primary key-foreign key relationship (if exists)
between the head and body relations in the search space as a
pruning strategy. If a primary-foreign key relationship exists
between the head and the body predicates, the foreign key
argument of the body relation can only have the same variable
as the primary key argument of the head predicate in the gen-
eralization step.

5. The main difficulty in relational ILP systems is searching in
intractably large hypothesis spaces. In order to reduce the
search space, a confidence-based pruning mechanism is used.
In addition to this, many multi-relational rule induction sys-
tems require the user to determine the input–output modes
of predicate arguments. Instead of this, we use the information
about relationships between entities in the database if given.

6. Muggleton shows that [48], the expected error of an hypothesis
according to positive versus all (positive and negative) exam-
ples do not have much difference if the number of examples
is large enough. Most ILP-based concept learning systems input
background facts in Prolog language; this restricts the usage of
ILP engines in real-world applications due to the time-consum-
ing transformation phase of problem specification from tabular
to logical format. The proposed system directly works on rela-
tional databases, which contain only positive information, with-
out any requirement of negative instances. Moreover, the
definition of confidence is modified to apply Closed World
Assumption (CWA) [53] in relational databases. We introduce
type relations to the body of the rules in order to express CWA.

In [31], the contribution presented in the first item of the above
list was introduced without performance evaluation. In [33], the
basics of aggregate predicate usage are presented. In this work,
the features of CRIS are elaborated in more detail with perfor-
mance evaluation results on several data sets. In [29,28,30,32], fea-
tures of another concept discovery system developed by our
research group, namely C2D, are presented. Although, CRIS and
C2D have common properties such as use of only positive instances,
the concept discovery algorithm of CRIS has different properties
and advantages which are presented and discussed and evaluated
in this work.

This paper is organized as follows: Section 2 gives preliminary
information about concept discovery in general and the concepts
employed in CRIS. Section 3 presents the related work. Section 4
describes the proposed method. Section 5 presents the experi-
ments to discuss the performance of CRIS. Finally, Section 6 in-
cludes concluding remarks.

2. Preliminaries

In this section, basic terminology in concept discovery and ba-
sics for concept representation and discovery are introduced.

2.1. Basics

A concept is a set of patterns which are embedded in the fea-
tures of the instances of a given target relation and in the relation-
ships of this relation with other relations. In this work, a concept is
defined though concept rules.

Definition 1. [Concept rule] A concept rule (or shortly rule) is an
association rule (range-restricted query extension). It is repre-
sented as ‘‘h b”, where h is the head of the rule and b denotes the
body of the rule.

Definition 2. [Target relation] A target relation is a predicate that
corresponds to the concept to be discovered. The instances of the
target relations have to be correctly covered by the discovered pat-
tern. If the discovered pattern is in the form of rules (as in this
work), target relation appears in the head of the rule. In recursive
rules, it may take part in the body part, as well.

Definition 3. [Background relation] A background relation is a
predicate that is different than the target relation and involves in
the concept discovery. When discovered pattern is in the form of
rules, a background relation may appear in the body part of the
rule.

In Table 1, the relation given in the first column, ancestor, is the
target relation. The content of the first column constitutes the tar-
get instances. For this example, one of the concepts rules defining
the concept is ‘‘ancestor(A, B) parent(A, B)”.

We use the first-order logic as the language to represent data
and patterns. The concept rule structure is based on query exten-
sion. However, to emphasize the difference from classical clause
and query, we firstly present definitions for these terms.

Definition 4. [Clause] A clause is a universally quantified disjunc-
tion "(l1 _ l2 _ . . . _ ln). When it is clear from the context that
clauses are meant, the quantifier " is dropped. A clause
h1 _ h2 _ . . . _ hp _ b1 _ b2 _ . . . _ br, where the hi are positive liter-
als and the bj are negative literals, can also be written as
h1 _ h2 _ . . . _ hp b1 ^ b2 ^ . . . ^ br, where h1 _ h2 _ . . . _ hp

Table 1
The database of the ancestor example with type declarations.

Concept instances Background facts

a(kubra, ali). p(kubra, ali).
a(ali, yusuf). p(ali, yusuf).
a(yusuf, esra). p(yusuf, esra).
a(yusuf, aysegul). p(yusuf, aysegul).
a(kubra, yusuf).
a(kubra, esra).
a(kubra, aysegul).
a(ali, esra).
a(ali, aysegul).
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