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a b s t r a c t

Noise filters are preprocessing techniques designed to improve data quality in classification tasks by detecting

and eliminating examples that contain errors or noise. However, filtering can also remove correct examples

and examples containing valuable information, which could be useful for learning. This fact usually implies

a margin of improvement on the noise detection accuracy for almost any noise filter. This paper proposes a

scheme to improve the performance of noise filters in multi-class classification problems, based on decom-

posing the dataset into multiple binary subproblems. Decomposition strategies have proven to be successful

in improving classification performance in multi-class problems by generating simpler binary subproblems.

Similarly, we adapt the principles of the One-vs-One decomposition strategy to noise filtering, making the

noise identification process simpler. In order to integrate the filtering results achieved in the binary subprob-

lems, our proposal uses a soft voting approach considering a reliability level based on the aggregation of the

noise degree prediction calculated for each binary classifier. The experimental results show that the One-vs-

One decomposition strategy usually increases the performance of the noise filters studied, which can detect

more accurately the noisy examples.

© 2015 Elsevier B.V. All rights reserved.

1. Introduction

Real-world data usually contain errors or noise [1–4]. In classifi-

cation problems, a classification model must be induced from labeled

examples and this classifier should be capable of reliably predicting

the true class of new examples. The correct assignment of class la-

bels to the training examples has a strong impact on the predictive

quality of the induced classifiers. Thus, errors in the class labeling of

the training examples may severely harm the predictive performance

and complexity of the induced classifiers [1,5,6]. This type of error is

known in the literature as class noise or label noise [2].
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In the case of multi-class classification problems, binary decom-

position strategies [7] are usually employed to allow the usage of

well-known algorithms originally proposed for binary classification

problems, such as Support Vector Machines (SVM) [8], in multi-class

tasks. These strategies decompose the original problem into several

binary subproblems of a lower complexity. The most popular decom-

position schemes are One-vs-One (OVO) [9], which induces a classi-

fier to distinguish between each pair of classes, and One-vs-All (OVA)

[9], which induces a classifier to distinguish each class from all other

classes.

The behavior of the OVO strategy in presence of noise was studied

by Sáez et al. in [10]. In order to analyze whether OVO was able to

reduce the harmful effects of noise in the classification results, sev-

eral classification algorithms with and without the usage of this de-

composition were compared. The experimental results showed that,

in the presence of noisy data, decomposition generally offers bet-

ter classification performance than solving the original multi-class
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problem. These improvements are mainly attributed to the distribu-

tion of the noisy examples in the binary subproblems. Furthermore,

the separability of the classes is increased, while it is also possible to

collect information from different classifiers.

Another alternative to overcome the problems resulting from the

presence of class noise is the usage of noise filtering techniques,

which remove potentially noisy examples in a preprocessing step

[11,12]. Several studies show the benefits from their usage regarding

improvements in the classification predictive performance and the

reduction in the complexity of the classifiers built [5,13–15]. Noise

filters can use different information to detect noise, such as those

employing neighborhood or density information [11,16,17], descrip-

tors extracted from the data [13,18] and noise identification mod-

els induced by classifiers [13] or ensembles of classifiers [5,14,19,20].

In other papers, they are also used to remove predictive noise [21]

and investigate the presence of noise in imbalanced datasets [22,23].

Since each filter has a bias, it may have a distinct performance de-

pending on the data used [24,25]. Thus, it is common the existence of

a margin of improvement on the noise detection accuracy of filtering

methods.

This paper investigates a new approach to detect and remove label

noise in multi-class classification tasks. This approach combines the

OVO multi-class decomposition strategy with a group of noise filter-

ing techniques. In this combination, each noise filter, instead of being

applied to the original multi-class dataset, is applied to each binary

subproblem produced by the OVO strategy. Each noise filter assigns

to each training instance a degree of confidence of the example being

noisy, named noise degree prediction (NDP), which is a real number.

However, some noise filters only output two values: noisy and not

noisy. If so, the noise filter is adapted to output NDPs. For each train-

ing instance, the NDPs obtained from all noise filters are combined

using a soft voting strategy, producing a unique NDP for the instance.

The strategy adopted in this paper is to remove a fixed number of the

examples with highest NDP values.

The proposed approach has three main advantages: (i) it does not

require any modification in the concept and the bias of the noise fil-

ters; (ii) it provides for each training instance a combined degree of

confidence regarding noise identification and; (iii) it does not make

any assumptions about the noise characteristics.

In order to evaluate the impact of using the OVO strategy for noise

filtering in multi-class tasks, we present an empirical study using

several well-known noise filters found in the literature that will be

adapted for soft voting [5,13,14,16,20] and a large amount of datasets

with different levels of class noise [1]. The differences between the

filtering with and without decomposition will be analyzed based on

the accuracy of the noise filters detecting the noisy examples in each

scenario.

The rest of this paper is organized as follows. Section 2 points out

the main motivations for this study, presenting an overview on noise

filtering techniques and the motivations for the use of decomposi-

tion strategies in multi-class problems. Section 3 details the approach

proposed for noise detection. Section 4 describes the experimental

framework, whereas Section 5 analyzes the experimental results ob-

tained by the noise filters with and without decomposition. Finally,

Section 6 presents the main conclusions from this study. A website

with additional information, such as the datasets employed and the

results of each noise filter is available at http://www.biocom.icmc.

usp.br/∼lpfgarcia/ovo.

2. Preliminaries

This section presents the background to support our proposal.

Section 2.1 describes the main aspects of class noise treatment with

a brief overview of the noise filtering techniques employed. Then,

Section 2.2 introduces the usage of binary decomposition strategies

that are commonly employed in multi-class classification.

2.1. Class noise treatment by noise filtering

Noise filters [5,13–16,20] are preprocessing methods commonly

used to identify and remove noise in a dataset [2]. Most of the ex-

isting filters focus on the elimination of examples with class noise,

which has shown to be advantageous [18]. In contrast, the elimina-

tion of examples with feature noise is not as beneficial [1], since other

attributes from these examples may be useful to build the classifier.

Most of the noise filters [5,14,20] adopt a crisp decision for noise

identification, classifying each training example either as either noisy

or safe. Soft decision strategies, on the other hand, assign a noise de-

gree prediction to each example, NDP values. The soft decision helps

to correctly identify examples, those whose identification as noisy is

more difficult. Besides, it makes easier the combination of multiple

filters, a strategy proposed in this paper.

Next, the noise filters used in the experiments performed for this

study are briefly presented. Since they were all proposed for crisp

noise detection, their adaptation to allow soft decision is also dis-

cussed. The following filtering methods were used in this study, each

belonging to a different filtering paradigm:

1. All-k-NN (AENN) [16]. Distance-based approaches uses the k-NN

decision rule [16,26] to identify noisy data. Techniques following

this approach assume that an example is likely to be noisy if it is

located close to other examples from a different class. These noise

filters are able to remove examples with class noise and examples

lying on the decision border, which increases the margin of sep-

aration between the classes. A well known technique from this

group is All-k-NN (AENN) [16]. This filter applies, iteratively, the

k-NN classifier with several increasing values of k. Examples mis-

classified by their neighbors are marked as noisy and eliminated

from the dataset. The soft version of this technique estimates the

NDP of an example as the percentage of times it is labeled as noisy

in different iterations.

2. Prune Saturation Filter (PruneSF) [13]. Complexity-based ap-

proaches extract complexity measures from the training data

[13,18]. For instance, the Saturation Filter (SF) [13] exhaustively

looks for examples that reduce a metric called Complexity of the

Least Correct Hypothesis (CLCH) associated with a dataset. The size

of a Decision Tree (DT) without pruning is used to estimate the

CLCH value [13]. If the removal of an example reduces the CLCH

value, it is marked as noisy. Next, the method carries out a new

search in the dataset without this example and repeats the same

procedure until no example is marked as noisy or a stopping crite-

rion is reached. PruneSF [13] is based on SF. It uses a DT with prun-

ing in a previous step to overcome computation time restrictions.

Therein, first a pruning step removes all examples misclassified

by a pruned DT, which are regarded as noisy. Afterwards, the iter-

ative procedure described for SF is performed. In our work, a soft

decision is obtained by firstly ranking all examples removed in the

pruning step as noisy with a probability of 1. Next, the examples

are ranked according to their CLCH values, which are normalized

to give their probability of being noisy.

3. High Agreement Random Forest (HARF) [20]. This is a well-

known classifier-based filter that uses a Random Forest classifier

[27]. This technique considers the rate of disagreement in the pre-

dictions made by the individual trees in the forest to detect the

noisy examples: if this rate is high, the example is probably noisy;

otherwise, it is considered to be clean. A soft decision for this filter

can be obtained by the percentage of base trees that disagree on

their predictions for a particular instance.

4. Static Ensemble Filter (SEF) [5]. Ensemble-based approaches

employ ensembles of classifiers to identify the noisy exam-

ples [5,14,20]. Their motivation is that different classification

models provide a better alternative for detecting mislabeled ex-

amples than using information from a single model only [5]. SEF
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