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a b s t r a c t

In the first part of this paper we reviewed the fingerprint classification literature from two different per-
spectives: the feature extraction and the classifier learning. Aiming at answering the question of which
among the reviewed methods would perform better in a real implementation we ended up in a discus-
sion which showed the difficulty in answering this question. No previous comparison exists in the litera-
ture and comparisons among papers are done with different experimental frameworks. Moreover, the
difficulty in implementing published methods was stated due to the lack of details in their description,
parameters and the fact that no source code is shared. For this reason, in this paper we will go through
a deep experimental study following the proposed double perspective. In order to do so, we have care-
fully implemented some of the most relevant feature extraction methods according to the explanations
found in the corresponding papers and we have tested their performance with different classifiers,
including those specific proposals made by the authors. Our aim is to develop an objective experimental
study in a common framework, which has not been done before and which can serve as a baseline for
future works on the topic. This way, we will not only test their quality, but their reusability by other
researchers and will be able to indicate which proposals could be considered for future developments.
Furthermore, we will show that combining different feature extraction models in an ensemble can lead
to a superior performance, significantly increasing the results obtained by individual models.

� 2015 Elsevier B.V. All rights reserved.

1. Introduction

Fingerprint classification has been a hot topic since 1975. In the
first part of this series of two papers [27], we reviewed the
different approaches that have been presented in the specialized
literature in order to address this problem from a double

perspective. First, we considered the problem of feature extraction
(FE) [57] that aimed at obtaining a suitable representation of the fin-
gerprint for its posterior processing. Second, we dealt with the clas-
sification problem from the machine learning point of view [19],
where a classifier capable of classifying new fingerprints repre-
sented by their extracted features should be learned from a set of
previously labeled fingerprints (represented by the same features).

In this context, we presented a taxonomy of FE methods and
additionally other two of Singular Point (SP) and Orientation
Map (OM) extraction methods. Similarly, we grouped the learning
models into different categories. The revision of those works led
us to try to investigate which one would perform better in a real
implementation, i.e., would be more accurate in its predictions.
However, currently, it is extremely difficult to answer this
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question by simply reviewing the existing literature. This fact is
due to the different experimental set-ups that have been used
in fingerprint classification. As we discussed in the first part of
the paper, there are even papers using the same database (for
example NIST-4 [77]) for testing their model but in different ways
[35,32,10,82,72,59,29,42], which make them not comparable,
even though some authors continue comparing algorithms among
papers by simply taking the results from them
[35,10,67,59,29,42,43] (despite the differences in the evaluation
procedures).

For this reason, our aim in this second part is to experimentally
study the performance of different FE methods and learning mod-
els used for fingerprint classification. We want to investigate which
method performs better in a common experimental framework,
which can thereafter be used as a baseline for comparing new algo-
rithms presented by other researchers. We are not doubting on the
results presented in the corresponding papers, but since they are in
many cases not comparable, we will carefully implement and test
them in a common experimental framework with different data-
bases. Moreover, carrying out these implementations would show
which methods are not only better but easier to be reproduced by
other researchers, which many times is overlooked despite its
importance. Therefore, this study will allow us to extract meaning-
ful conclusions about the fingerprint classification literature that
will also show which methods can be recommended to practition-
ers when facing the problem of developing a fingerprint classifica-
tion system.

In order to perform such a deep experimental study, we have
implemented some of the most relevant FE methods covering all
the categories in our taxonomy for FE (orientations, SPs, ridge
structure and filter responses), including works from 1995 and tak-
ing into account their relevance in terms of citations received, but
always with a previous analysis of the possibility of their imple-
mentation (see Discussion section in [27]). Finally, fourteen FE
methods have been considered, which we show in Table 1. The
works of Tan [72] and Park [59] were also implemented but due
to different reasons they were finally leave out of this comparison
(poor results, generate too big data-sets and the implementation
may not follow the real one proposed by the authors due to a lack
of details even though in our initial analysis they seemed to be
reproducible). 1

Since most of the FE methods are proposed in conjunction with
a learning model by the authors, we have also implemented these
models and included in the comparison in addition to the three
classical classifiers that we have selected for carrying out the com-
parison: Support Vector Machines (SVMs) [73], C4.5 decision tree
[62] and k-Nearest Neighbor (kNN) algorithm [1].

All these methods are tested in two different types of finger-
print databases: NIST-4 database [77], where most of the methods
were originally tested; SFinGe (Synthetic Fingerprint Generator)
tool2 [13,49] based fingerprint databases, which will allow us to
simulate different real-world scenarios with varying fingerprint
qualities.

In addition to this study, we propose the usage of an ensemble
in order to improve the performance of the individual models. To
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1 In [72], 2496 original features were generated that should be reduced by a
Genetic Programming model. However, following the implementation given by the
authors the dimensionality reduction has been intractable (which may be due to the
lack of some key details of this algorithm such as initialization of the chromosomes,
number of generations, etc.). In the case of [59], even though it only represents OMs of
21� 21 blocks, they were codified with gray scale orientations in an image, leading to
11,025 features, which would lead to a high-dimensional problem. Moreover, we
were not able to reduce such large dimensionality following the explanations given in
the source paper.

2 Synthetic Fingerprint Generator: http://biolab.csr.unibo.it/research.asp?orga-
nize=Activities&select=&selObj=12&pathSubj=111——12&.
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