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a b s t r a c t

Recommendation can be reduced to a sub-problem of link prediction, with specific nodes (users and
items) and links (similar relations among users/items, and interactions between users and items). How-
ever, previous link prediction approaches must be modified to suit recommendation instances because
they neglect to distinguish the fundamental relations similar vs. dissimilar and like vs. dislike. Here, we
propose a novel and unified way to cope with this deficiency, modeling the relational dualities using
complex numbers. Previous works can still be used in this representation. In experiments with the
MovieLens dataset and the Android software website AppChina.com, the proposed Complex Representa-
tion-based Link Prediction method (CORLP) achieves significant performance in accuracy and coverage
compared with state-of-the-art methods. In addition, the results reveal several new findings. First, per-
formance is improved, when the user and item degrees are taken into account. Second, the item degree
plays a more important role than the user degree in the final recommendation. Given its notable perfor-
mance, we are preparing to use the method in a commercial setting, AppChina.com, for application
recommendation.

� 2015 Elsevier B.V. All rights reserved.

1. Introduction

Information overload creates difficulties for users. Information
filtering tools, such as search engines, can help find items of interest
to users, but the requirement that users specify in advance what
they are looking for is still challenging [1,2]. Fortunately, recom-
mender systems, which attempt to predict interests by mining data
on past user-item interactions, can be used to identify what users
need [3,4]. Consequently, recommender systems provide users
with items that they are not aware of or cannot access using tradi-
tional keyword searching approaches. Recommender systems have
been successfully deployed in many application settings, e.g., book,
video, music, and friend recommendations on Amazon, Youtube,
Pandora, and Facebook, respectively. Most of these have a client–
server architecture with a centralized control mode. Some work
has paved the way for developing recommender systems for per-
sonal knowledge management in collaborative environments in a

distributed mode, widely used in connection with traditional
knowledge management methods and tools [5,6].

An efficient recommender system can help customers find what
they want quickly, and thereby save their time, improving the cus-
tomer experience [7], and promoting sales [8]. As the core of a rec-
ommender system, recommendation algorithms typically take
user and item attributes and user-item interactions (such as
explicit ratings, and implicit browsing, purchasing or clicking-
through activities) as input to anticipate user interests [9]. One of
the most popular and promising recommendation algorithms, col-
laborative filtering (CF) provides recommendations using only
user-item interactions [10,11], which can be classified as user
based [12] or item based [13], depending on whether the cluster
of recommendations are derived by identifying similar users based
on their overlapping interactions or on similar items based on the
common users who ever have expressed interests in them [14–16].
Despite its success, CF still suffers from data sparsity [17,18],
where sparse user-item interactions lead to invalid user or item
clustering. Some variants have been proposed to alleviate this
problem [19–21]. Furthermore, this approach involves the risk that
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increasing numbers of users will be exposed to a narrowing selec-
tion of popular items, while unpopular items that might be very
relevant to users will be overlooked [22]. Several attractive solu-
tions have been proposed to overcome these disadvantages. One
is to explore the structures of user-item interaction graphs to
improve recommendation performance [23–25]. More specifically,
users and items are regarded as nodes in a bipartite graph, with
their interactions represented as links. In this representation, the
recommendation problem is converted to finding future links for
each user node, and thus can be converted into a link prediction
problem. Link prediction is a fundamental problem that attempts
to estimate the likelihood of the existence of a link between two
nodes based on observed links and node attributes [26,27]. In a
typical link prediction scenario, the nodes are symmetric, and the
question of which node is the subject or object is neglected.
However, there are two types of nodes in a user-item graph, users
and items. In addition, three types of links (user-user, user-item,
and item-item) depending on different endpoint combinations
coexist. We further define the type of links between two users or
items as similar or dissimilar and that between users and items as
like or dislike. In this classical setting, it is much more interesting
to predict like or dislike links since we typically would not recom-
mend users to users or items to items.

In this paper, we propose a novel and unified model based on
complex-number representation to address this task. The similar
or dissimilar links are weighted by real numbers, while the like or
dislike ones are weighted by complex numbers. Since complex

number j has the property that j2 ¼ �1, complex numbers provide
a natural way to model the particularities of item recommenda-
tions, when the recommendation problem is being reduced to a
link prediction problem. Consequently, previous link prediction
algorithms can still be used conveniently without modification.
We evaluate the validity and efficiency of this representation and
demonstrate the performance of this recommendation approach
on two real-world datasets. One of the datasets is collected from
our commercial platform, where the proposed method will be
implemented in the near future.

The rest of this paper is organized as follows. Section 2 provides
a detailed description of the proposed algorithm. Section 3
describes experiments on two real-world datasets and discusses
the experimental results. This is followed by a final section,
which summarizes the findings and proposes future research
directions.

2. Proposed algorithm

The method proposed in this paper is based on abstracting
recommendation to a link prediction problem. Firstly, the subjects
(or users) and objects (or items) in a recommender system are
regarded as nodes in a graph, while the links of the graph are taken
to represent the relations between different types of nodes, such as
user-user or item-item similarities and user-item interactions.
Then, interest prediction between a particular user and an item
can be reduced to evaluating the likelihood of existence of a link
between the nodes corresponding to them in the graph. Since
previous link prediction methods work by taking just one type of
nodes into account, we need to modify them before using
them in a recommendation scenario. This can be addressed
efficiently with the proposed method by introducing complex
numbers into graph theory.

2.1. Basic notation

In the typical link prediction approach based recommendation
scenario, input data are modelled as a directed graph G = (V ; E;x)

where the set of nodes V consists of all users U and items I present
in the system (V = U [ I), E is the set of links that represent various
relations among these nodes (E = U � U [ U � I [ I � I), and x con-
tains all of the links’ weights. Furthermore, any path is denoted by
(a1; a2; . . . ; akþ1)(ai 2 V, where i = 1,2,. . . ; kþ 1 and k is the length of
the path), a1 and akþ1 are two endpoints, while ai(i = 2,3,. . . ; k) is
the inner node, and there are k links along this path ((ai; aiþ1) 2
E, where i = 1,2,. . . ; k). When k = 1, the length of the path is equal
to one, and it is reduced to a link with no inner nodes. In addition,
we define NiðuÞ as the set of items that are rated by user u and NuðiÞ
as the set of users who have expressed interest in item i. That is,
NiðuÞ = {i j(u; i)2 E; i 2 I} and NuðiÞ = {u j(u; i) 2 E;u 2 U}. If two nodes
are connected, this node-pair is always connected by two links, one
in each direction. Then, the recommendation is reduced to predict-
ing whether a link will exist between an item and a particular user
in the graph. In this paper, we calculate an estimated score that
expresses how relevant any item is to a particular user using the
link prediction algorithm.

2.2. Triangle closing

There are two types of relations among nodes in a user-item
bipartite graph. First, there is the similarity, xsimilar , between two
users or items, including both user-user and item-item links. Sec-
ond, there is the preference, xlike and �xlike, of the user of an item,
including user-item links and item-user links, respectively,
because of the need to recognize the asymmetry between user
and item. That is, when there is a link with weight xlike from user
u to item i, there is always a reverse link with weight �xlike from
item i to user u and vice versa. Here, xlike and xsimilar are normal-
ized values just for the weights. The principle of triangle closing
in this model can be illustrated as in Fig. 1.

The principle is twofold: users who have expressed the same
interest in (perhaps many) common items might be similar (see
Fig. 1a), similar users will have a similar interest in the same item
(see Fig. 1b), and user similarity is transitive among users (see
Fig. 1c). Analogously, items liked by (perhaps many) common users
might be similar (see Fig. 1d), users tend to be interested in similar
items (see Fig. 1e), and item similarity is also transitive among
items (see Fig. 1f). These are the core ideas of CF from another
perspective. Consequently, these rules can be expressed
mathematically as follows:

Fig. 1. The multiplication rules lead to triangle closing between the like and similar
relations.
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