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a b s t r a c t

Transfer learning aims to provide a framework to utilize previously-acquired knowledge to solve new but
similar problems much more quickly and effectively. In contrast to classical machine learning methods,
transfer learning methods exploit the knowledge accumulated from data in auxiliary domains to facilitate
predictive modeling consisting of different data patterns in the current domain. To improve the perfor-
mance of existing transfer learning methods and handle the knowledge transfer process in real-world
systems, computational intelligence has recently been applied in transfer learning. This paper system-
atically examines computational intelligence-based transfer learning techniques and clusters related
technique developments into four main categories: (a) neural network-based transfer learning; (b)
Bayes-based transfer learning; (c) fuzzy transfer learning, and (d) applications of computational
intelligence-based transfer learning. By providing state-of-the-art knowledge, this survey will directly
support researchers and practice-based professionals to understand the developments in computational
intelligence-based transfer learning research and applications.

� 2015 Elsevier B.V. All rights reserved.

1. Introduction

Although machine learning technologies have attracted a
remarkable level of attention from researchers in different compu-
tational fields, most of these technologies work under the common
assumption that the training data (source domain) and the test
data (target domain) have identical feature spaces with underlying
distribution. As a result, once the feature space or the feature dis-
tribution of the test data changes, the prediction models cannot be
used and must be rebuilt and retrained from scratch using newly-
collected training data, which is very expensive and sometimes not
practically possible. Similarly, since learning-based models need
adequate labeled data for training, it is nearly impossible to estab-
lish a learning-based model for a target domain which has very few
labeled data available for supervised learning. If we can transfer
and exploit the knowledge from an existing similar but not identi-
cal source domain with plenty of labeled data, however, we can
pave the way for construction of the learning-based model for
the target domain. In real world scenarios, there are many situa-
tions in which very few labeled data are available, and collecting

new labeled training data and forming a particular model are prac-
tically impossible.

Transfer learning has emerged in the computer science lit-
erature as a means of transferring knowledge from a source
domain to a target domain. Unlike traditional machine learning
and semi-supervised algorithms [1–4], transfer learning considers
that the domains of the training data and the test data may be dif-
ferent [5]. Traditional machine learning algorithms make predic-
tions on the future data using mathematical models that are
trained on previously collected labeled or unlabeled training data
which is the same as future data [6–8]. Transfer learning, in con-
trast, allows the domains, tasks, and distributions used in training
and testing to be different. In the real world, we observe many
examples of transfer learning. We may find that learning to recog-
nize apples might help us to recognize pears, or learning to play the
electronic organ may facilitate learning the piano. The study of
transfer learning has been inspired by the fact that human beings
can utilize previously-acquired knowledge to solve new but similar
problems much more quickly and effectively. The fundamental
motivation for transfer learning in the field of machine learning
focuses on the need for lifelong machine learning methods that
retain and reuse previously learned knowledge. Research on trans-
fer learning has been undertaken since 1995 under a variety of
names: learning to learn; life-long learning; knowledge transfer;
meta learning; inductive transfer; knowledge consolidation; con-
text sensitive learning and multi-task learning [9]. In 2005, the
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Broad Agency Announcement of the Defense Advanced Research
Projects Agency’s Information Processing Technology Office gave
a new mission to transfer learning: the ability of a system to recog-
nize and apply knowledge and skills learned in previous tasks to
novel tasks. In this definition, transfer learning aims to extract
the knowledge from one or more source tasks and then apply the
knowledge to a target task. Traditional machine learning tech-
niques only try to learn each task from scratch, while transfer
learning techniques try to transfer the knowledge from other tasks
and/or domains to a target task when the latter has few high-qual-
ity training data.

Several survey papers on transfer learning have been published
in the last few years. For example, the paper by [9] presented an
extensive overview of transfer learning and different categories.
However, these papers focus on transfer learning techniques and
approaches only; none of them discusses how the computational
intelligence approach can be used in transfer learning. Since the
computational intelligence approach has been applied in transfer
learning more recently and has already demonstrated its advan-
tage, this survey is timely.

There are three main types of articles being reviewed in this
survey: Type 1 – articles on transfer learning techniques (including
related methods and approaches) and Type 2 – articles on transfer
learning using computational intelligence techniques. Type 3 –
articles on related computational intelligence techniques. The
search and selection of these articles were performed according
to the following five steps:

Step 1. Publication database identification and determination:
The eminent publication databases such as Science Direct,
ACM Digital Library, IEEE Xplore and SpringerLink, were
searched to provide a comprehensive bibliography of research
papers on transfer learning and transfer learning using compu-
tational intelligence.
Step 2. Type 1 article selection: These papers were selected
according to the two criteria: (1) novelty; and (2) impact- pub-
lished in high quality (high impact factor) journals, or in confer-
ence proceedings or book chapters but with high citations1.
These types of article are mainly used in Section 2.
Step 3. Preliminary screening of Type 2 articles: The search was
first performed based on related keywords of computational
intelligence in transfer learning.
Step 4. Result filtering for Type 2 articles: The keywords of the
preliminary references were extracted and clustered manually.
Based on the keywords related to application domain, these
papers were divided, using ‘‘topic clustering’’, into four groups:
(a) Neural Network in transfer learning; (b) Bayes in transfer
learning; (c) fuzzy and genetic algorithm in transfer learning
and (d) application of transfer learning. This article selection
process was based on the following criteria: (1) novelty – pub-
lished within the last few years; (2) impact – see Step 2; (3)
coverage – reported a new or particular application domain;
and (4) typicality – only the most typical methodology and
applications were retained.
Step 5. Type 3 article selection: These papers were selected
according to the requirement of Step 4, aiming to introduce
related concepts of computational intelligence techniques.

The main contributions of this paper are: (1) it comprehensively
and perceptively summarizes research achievements on transfer
learning from the point of view of applications of computational
intelligence, and strategically clusters the transfer learning into

four computational intelligence application domains; (2) for each
computational intelligence technique it carefully analyses typical
transfer learning frameworks and effectively identifies the specific
requirements of computational intelligence techniques in transfer
learning. This will directly support researchers and practitioners
to promote the popularization and application of computational
intelligence in transfer learning in different domains; and (3) it also
covers several very new transfer learning techniques with compu-
tational intelligence, and reveals their successful applications.

The remainder of this paper is structured as follows. In Section 2,
the transfer learning techniques are reviewed and analyzed. Sec-
tions 3–5 respectively present the 4 main application domains of
transfer learning. Section 6 discusses the applications of computa-
tional intelligence-based transfer learning methods. Section 7
presents our analysis and main findings.

2. Basic transfer learning techniques

To understand and analyze the application developments of
transfer learning by using computational intelligence, this section
first reviews the main transfer learning techniques. The notations
and definitions that will be used throughout the section are intro-
duced. According to the definitions, we then categorize the various
settings of transfer learning methods that exist in the literature of
machine learning.

Definition 2.1 (Domain [9]). A domain, which is denoted by
D ¼ fv; PðXÞg, consists of two components:

(1) Feature space v; and
(2) Marginal probability distribution PðXÞ, where

X ¼ fx1; . . . ; xng 2 v.

Definition 2.2 (Task [9]). A task, which is denoted by T ¼ fY; f ð�Þg,
consists of two components:

(1) A label space Y ¼ fy1; . . . ; ymg; and
(2) An objective predictive function f ð�Þ which is not observed

and is to be learned by pairs fxi; yig.

The function f ð�Þ can be used to predict the corresponding label,
f ðxiÞ, of a new instance xi. From a probabilistic viewpoint, f ðxiÞ can
be written as PðyijxiÞ. In the bank failure prediction example, which
is a binary prediction task, yi can be the label of failed or survived.
More specifically, the source domain can be denoted as
Ds ¼ fðxs1 ; ys1

Þ; . . . ; ðxsn ; ysn
Þg where xsi

2 vs is the source instance or
bank in the bank failure prediction example and ysi

2 Ys is the corre-
sponding class label which can be failed or survived for bank failure
prediction. Similarly, the target domain can be denoted as
Dt ¼ fðxt1 ; yt1

Þ; . . . ; ðxtn ; ytn
Þgwhere xt 2 vt is the target instance and

yti
2 Yt is the corresponding class label and in most scenarios tn � sn.

Definition 2.3 (Transfer learning [9]). Given a source domain Ds

and learning task Ts, a target domain Dt and learning task Tt ,
transfer learning aims to improve the learning of the target
predictive function f tð�Þ in Dt using the knowledge in Ds and Ts

where Ds–Dt or Ts–Tt .

In the above definition, the condition Ds–Dt implies that either
vs–vt or PsðXÞ–PtðXÞ. Similarly, the condition Ts–Tt implies that
either Ys–Yt or f sð�Þ–f tð�Þ. In addition, there are some explicit or
implicit relationships between the feature spaces of two domains
such that we imply that the source domain and target domain
are related. It should be mentioned that when the target and

1 ‘‘high citation’’ means that the citation of the paper is greater than the average
citation rates listed in the ‘‘ISI Web of Knowledge – Essential Science Indicators’’, and
the citation per year of the paper is larger than 1.
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