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a b s t r a c t

Due to the regulation of electrical power systems, electricity market players need precise information of
electrical energy consumption and generation in order to maximize their benefit based on appropriate
decisions. In this paper a new hybrid intelligent method is proposed for short term load forecasting. In
this method, load and temperature of previous days are used for prediction of the next hour electrical
load consumption. Since electrical load signals are non-stationary, Wavelet Transform (WT) as a powerful
signal analyzer is applied for the signal decomposing. For elimination of redundant data from input
matrices, the Feature Selection (FS) method based on Gram–Schmidt (GS) is used for selection of more
valuable features. The elimination of redundant data can speed up learning process and improve the gen-
eralization capability of the prediction scheme. Support Vector Machine (SVM) with simple structure and
few tuning parameters is applied as a powerful regression tool. Two separate structures are considered
for prediction of weekday and weekend electrical load consumption. Besides, in order to increase the
forecasting accuracy, indices are determined for each day. The simulation results reveal that the Coiflet
wavelet function with 2 decomposition levels lead to the best detection accuracy. Moreover, 30 dominant
features of previous 50 days should be used to obtain minimum forecasting error. Comparative results
show the priority of the proposed method in aspect of prediction accuracy as compared to some reported
algorithms.

� 2014 Elsevier B.V. All rights reserved.

1. Introduction

By restructuring and deregulation of power system, manage-
ment of electrical energy has become more important than before.
Short term load forecasting can be useful for proper maintenance
schedule and coordination of generation units. Moreover midterm
and long term electrical load predictions can be applied for both
future transmission and generation expansion planning. In com-
petitive electricity market environment, the data of electricity
energy consumption help both producers and consumers to make
their decision so that they earn maximum revenue [1–3].

Time series-based methods like Auto Regressive Moving Aver-
age (ARMA) model and Auto Regressive Integrated Moving Average
(ARIMA) model are very popular methods for load prediction. It
uses the previous load data for prediction of next hour’s loads
[4,5]. But future electrical load are complicated and nonlinear func-
tions of previous load and temperature data. Hence, some time ser-
ies-based methods cannot yield precise prediction accuracy.

Intelligent tools that are able to learn the relation between
input and output vectors have been used in many researches for
detection of electrical consumption load patterns. Feed Forward
Artificial Neural Networks (FFANN) [6–8], Fuzzy Neural Network
(FNN) [9–11], Support Vector Machines (SVMs) [12–15] and Expert
Systems (ES) [16,17] have been applied in the load forecasting area.

Adaptive neural fuzzy inference system (ANFIS) based methods
[15,23] need complicated fuzzy rules to give acceptable prediction
accuracy. ANN also suffers from two major drawbacks: first, the
learning process is a very time-consuming task, and second, there
is no exact rule for setting the parameters of NNs.

Since electrical load consumption signals are non-stationary,
signal analyzer tools can be applied for time series analysis. Some
of these tools like Empirical Mode Decomposition (EMD) [18] ana-
lyzes signals only in time domain and some of them like Wavelet
Transform (WT) [19] analyze signals in both time and frequency
[20–26]. The combination of WT and learning machines has been
applied for recognition of different pattern recognition problems
such as electrical load forecasting [27]. In some combined algo-
rithms [24,25], heuristic search algorithms have been applied for
improvement of classifier operation by precise setting of adjustable
parameters.
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In the most of proposed methods, historical data of load and
temperature have been used for load prediction [8,23]. Since the
value of all data is not the same, it is necessary to apply a feature
selection method for elimination of less important features. This
task improves the generalization capability of learning machine,
and reduces both learning time and required memory for saving
of data. Moreover, using two separate structures for prediction of
weekdays and weekends as well as discriminative indices for dif-
ferent days can yield better prediction accuracy as compared to
some papers which use a single predictor structure [8,23,24].

In this paper the electrical load signal is decomposed by WT
into two levels. The obtained decomposed signals as well as tem-
perature data create the training input matrices. But before apply-
ing learning machine on training matrices, dominant features are
selected using Gram–Schmidt method [28,29] to reduce the
dimension of input matrix. SVM [30,31] is used as the classifier
core for learning of patterns of training matrix. The novelties of
the proposed method can be mentioned as follows:

� With analysis of time series of electrical load consumption
using WT, the load variation is scrutinized more precisely.
� By using feature selection method, the training matrix dimen-

sion decreases and generalization capability of learning
machines increases.
� Proposing two separate structures for forecasting of load con-

sumption of weekdays and weekend enhances the performance
of predictors.
� Determination of indices for discrimination of days improves

the prediction accuracy.
� Using SVM as the predictor core with simple structure and less

tuning parameters as compared to ANN [23].

2. Required tools

2.1. Wavelet transform

WT is one the most powerful tools for analysis of non-stationary
signals in time–frequency domains. This transform can decompose
time series signals into different levels. Approximation level
contains low frequency components and detail levels include high
frequency components. Fig. 1 shows the decomposition tree of WT
[19].

In this transform, different filters namely wavelet function
are applied for decomposition process. /ðxÞ is wavelet function,
if and only if it’s Fourier transform WðxÞ satisfies the below
condition [19]:Z þ1

�1

jWðxÞj
jx2j dW < þ1 ð1Þ

The above condition is known as admissibility for /ðxÞ that can
be written as duality format as follow:

Wð0Þ ¼
Z þ1

�1
ð/xÞdx ¼ 0 ð2Þ

Many functions can be found to satisfy above condition such as:
Haar, Dabeches, Coiflet, Symlet, and Mexican hat. By using two
mathematical operations of translation and dilation, location and
magnitude of wavelet function change along the main signal as
given below:

/a;bðxÞ ¼
1ffiffiffi
a
p /

x� a
b

� �
ð3Þ

At last WT coefficient for each point (b) and for each scale (a)
can be calculated according to (4)

CWTða; bÞ ¼ 1ffiffiffi
a
p

Z þ1
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b
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dx ¼

Z þ1

�1
f ðxÞ/a;bðxÞdx ð4Þ

2.2. Gram–Schmidt based feature selection

One of the fundamental subjects in the linear algebra is Gram–
Schmidt (GS) orthogonalization [28]. It applies the QR method for
decomposition of a matrix into two factorizations X = QR. The over-
view reveals that orthogonal basis present optimal option to per-
form calculations of the twist vector spaces. To achieve an
orthonormal basis for an inner product space, the GS algorithm is
applied to build an orthogonal basis. GS method is a formulation
for the orthonormalization of a linearly independent set. It is
assumed that there are N samples as x(1),x(2), . . .,x(N), and each
sample denotes an n-dimensional vector x(k) = [x1(k),x2(k), . . .,xn(k)]T.
Feature vector xi and feature matrix X are shown as [29]:

X¼ ½x1; . . . ;xn� ¼

x1ð1Þ x2ð1Þ . . . xnð1Þ
x1ð2Þ x2ð2Þ . . . xnð2Þ

. .
. ..

.

x1ðNÞ x2ðNÞ xnðNÞ

2
66664

3
77775; xi ¼ ½xið1Þ;xið2Þ; . . . ;xiðNÞ�T ð5Þ

The feature matrix X can be decomposed as given below:

X ¼ QR ð6Þ

One of the important methods for solving linear equations is QR
decomposition of matrices. QR decomposition states that if there is
an X matrix where X 2 Rn�n, there exists an orthogonal matrix Q
and an upper triangular matrix R that satisfy Eq. (6).

R ¼

a11 a12 . . . a1n

a22 . . . a2n

. .
. ..

.

ann

2
666664

3
777775;

Q ¼ ½q1; q2; . . . ; qn� ¼

q1ð1Þ q2ð1Þ . . . qnð1Þ
q1ð2Þ q2ð2Þ . . . qnð2Þ

..

. ..
.

q1ðNÞ q2ðNÞ . . . qnðNÞ

2
666664

3
777775

ð7Þ

where qi is the new feature vector in the orthogonal space. In the GS
orthogonal decomposition, the orthogonal matrix Q is built using
the following method:

q1 ¼ x1 ð8Þ

qi ¼ xi �
Xi�1

j¼1

ajiqj ð9Þ

where

aji ¼
qT

j
xi

qT
j

qi
for j ¼ 1;2; . . . ; i� 1

1 for j ¼ i

8<
: ð10Þ

Fig. 1. WT decomposition tree.
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