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a b s t r a c t

Strong spatial or time correlation exists in many types of data, for example, the hyperspectral data
acquired by a spectrometer scanning through rock samples from a drill hole. It is of practical interests
to identify spatially continuous segments in a given data set where we know a priori that the samples
are strongly correlated spatially. Recently, a novel method called spatial subspace clustering (SpatSC)
was proposed to address this problem. However, due to the subspace learning nature of the SpatSC
model, this method becomes intractable when the number of samples to be processed is very large. To
alleviate computational intensity, we proposed a method called random spatial subspace clustering or
RSSC for short. In RSSC, only a subset of data is segmented by SpatSC and an overall solution is obtained
through propagation. This reduces the computational cost significantly. Yet a very important question to
answer is to what extent the RSSC solution differs from that of SpatSC. In this paper, we analyse the prop-
agation procedure and derive an average error rate of RSSC solution compared to SpatSC solution on the
whole data set. The results show that the RSSC clustering result is close to SpatSC result under mild con-
ditions. This provides a theoretic performance guarantee of RSSC. Our analysis also reveals the guided
random sampling implemented by crude spatial clustering is crucial in improving RSSC results. We eval-
uate RSSC quantitatively on various data sets to assess its effectiveness under different settings. The
results show that RSSC has similar performance to SpatSC as indicated by the theory while its computa-
tional cost is only a fraction of that of SpatSC.

� 2014 Elsevier B.V. All rights reserved.

1. Introduction

Many data sets exhibit strong spatial or time correlation among
their samples. For example, the environmental data such as remote
sensing images and soil mapping data [28] with very high spatial
correlation. In fact, we concern the type of data in general that is
acquired subjected to one external variable such as time, location
and temperature. The data evolve along the direction of that vari-
able and ‘‘neighboring’’ data very likely share similar pattern. In
this paper, we focus on a very special kind of spatial data, that is
the hyperspectral data of rocks from a drill hole, which are
acquired by spectrometer scanning through the rock samples up
to some depth. Fig. 1 illustrates a section of the drill hole and its
corresponding spectra. The middle panel shows the image of rock
samples labeled by their depths in the drill hole. The left panels
plots several spectra associated with those samples. The spatial

correlation among samples is obvious in the plot as the spectra
from spatially close rock samples share similar features. This
research is originated from this data. Therefore, in the following
discussion throughout this paper, we constrain to spatial data to
simplify the explanation. However, the algorithms to be detailed
can be applied to more general cases.

It is of practical interests to identify spatially continuous seg-
ments in a given data set where we know a priori that the samples
are strongly correlated spatially. For example the segments of
many drill holes, often called domains in geology, from different
locations can be aligned to map the mineral deposit of a certain
area for exploration and mining purposes. A novel method called
spatial subspace clustering (SpatSC) was proposed in [15] to
address this problem. However, due to the subspace learning nat-
ure of the SpatSC model, the computational complexity of this
method scales up with N2, where N is the number of samples in
a data set. Although SpatSC adopts every efficient convex program-
ming scheme [24], when N is very large, say tens of thousands for a
typical drill hole, SpatSC becomes intractable because of its OðN2Þ
memory consumption and computational cost, where OðxÞ means
at the order of x.
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To alleviate computational intensity, one often takes two strat-
egies, i.e. parallelization and reduction of complexity. The former
requires separability so that a large amount of threads can be
spawned out. In our particular case, because the data are coupled
in spatial context, the separability is not very clear. Therefore we
turn to the other strategy, that is to reduce the complexity of the
large scale problem. We proposed a method called random spatial
subspace clustering or RSSC for short in [14]. RSSC approaches our
goal by exploiting the redundancy within data as the following. A
small subset of the whole date set called calibration set is formed
through random sampling from crude spatial segments. SpatSC
finds the accurate clusters of the data in calibration set. Finally,
the clustering solution for the remaining data is obtained by prop-
agation. As the calibration set contains only a fraction of the data,
the computational cost can be reduced significantly compared to
the original SpatSC. However, a follow-up question is to what
extent RSSC solution differs from that of SpatSC. We try to answer
this question here as a main contribution of this paper. To this end,
we discuss the crude spatial clustering schemes and analyse the
propagation procedure employed in RSSC in detail. Based on the
worst scenario, namely, choosing samples totally by random with-
out any guidance, we derive a very conservative average error rate
of RSSC solution compared to SpatSC solution. Not surprisingly,
RSSC clustering result depends on the size of the calibration set.
The larger, the better. The result also suggests that another possi-
ble way to improve RSSC performance is to include as many true
segment boundaries as possible in calibration set.

We evaluated RSSC quantitatively on controlled semi-simulated
thermal infrared data sets against other state-of-the-art clustering
algorithms including SpatSC. The results of RSSC are satisfactory
when SNR is normal (around 40 db), which confirms our findings.
We applied this algorithm to an entire thermal infrared drill hole
data set with a comparison with a linear unmixing model called
TSA (The Spectral Assistant) [4]. They produce similar results.
However, TSA requires a significant amount of human intervention
and a spectral library while RSSC is a fully automated unsupervised
procedure. To further demonstrate its usefulness to other types of
data, we extended our range of tests to include in situ X-ray Diffrac-
tion (XRD) data for material science research and mitochondrial
calcium overload (MCO) data for a study on mouse heart cells.

The former is a time/temperature revolving X-ray counts patterns
and the latter is a typical functional data. The evaluation shows
that RSSC is superior to other clustering methods in terms of clus-
ter quality and its performance is similar to or better than that of
SpatSC.

The rest of this paper is organized as follows. We will give a
brief introduction to SpatSC in the next section, which is followed
by a thorough discussion on RSSC. In Section 4, we evaluate RSSC
on various data sets and we draw a conclusion in the last section.

2. Spatial subspace clustering

Let X ¼ ½x1; . . . ;xN� be the matrix of the hyperspectral data taken
from a drill hole, and xi 2 RD the i-th individual spectrum. Note
that index i 2 f1 . . . Ng corresponds to the physical location of a
particular sample which is the depth. D is determined by the
spectral resolution of a spectrometer. We write matrix
A ¼ ½a1; . . . ; aM �; ai 2 RD, as the spectral library of pure materials
[12], which are the bases of the spectra in X. Precisely,

xi ¼ Abi þ �i; ð1Þ

where bi is the coefficient vector and �i is the error. This is called the
linear mixing model [12]. bi is supposed to be very sparse, i.e. a lot
of its elements are zero because a rock sample can only contain a
few materials. In subspace learning literature, A is called dictionary.
There are some cases where A has to be estimated, which is often
referred as dictionary learning [2].

Spatial subspace clustering algorithm (SpatSC) is a member of
the family of subspace learning algorithms [6,19,26,32]. The model
is built on the assumption that the rocks are stratified and hence
the drill hole spectral samples are congregated as continuous seg-
ments. The purpose of the spatial subspace clustering algorithm is
to recover these spatially continuous segments without referring to
a spectral library. Therefore it is an unsupervised learning method.
As we mentioned in Section 1, although the spatial subspace clus-
tering is designed for spatial data, it can be applied to any type of
data where some smoothness is associated with the indices.

SpatSC has two major components in its formulation. The first is
the data self-reconstruction. It works with the sparsity constraint

Fig. 1. An example of a small section of a drill hole data. The middle panels is the image of the rock samples with the numbers indicating the depths (in meters). The left panel
shows the spectra of the rock samples acquired by a thermal infrared spectrometer with 321 wavelengths from 6 lm to 14 lm. The right panel is the illustrative spatial
segments of these rock samples. Note that one subspace may have several physically separated segments, e.g. segment 2 and segment 4.
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