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a b s t r a c t

Quantitative attribute reduction exhibits applicability but complexity when compared to qualitative
reduction. According to the two-category decision theoretic rough set model, this paper mainly investi-
gates quantitative reducts and their hierarchies (with qualitative reducts) from a regional perspective. (1)
An improved type of classification regions is proposed, and its preservation reduct (CRP-Reduct) is stud-
ied. (2) Reduction targets and preservation properties of set regions are analyzed, and the set-region pres-
ervation reduct (SRP-Reduct) is studied. (3) Separability of set regions and rule consistency is verified,
and the quantitative and qualitative double-preservation reduct (DP-Reduct) is established. (4) Hierar-
chies of CRP-Reduct, SRP-Reduct, and DP-Reduct are explored with two qualitative reducts: the Paw-
lak-Reduct and knowledge-preservation reduct (KP-Reduct). (5) Finally, verification experiments are
provided. CRP-Reduct, SRP-Reduct, and DP-Reduct expand layer by layer Pawlak-Reduct and exhibit
quantitative applicability, and the experimental results indicate their effectiveness and hierarchies
regarding Pawlak-Reduct and KP-Reduct.

� 2014 Elsevier B.V. All rights reserved.

1. Introduction

Rough set theory (RS-Theory) [1,2] is a novel mathematical the-
ory for uncertainty descriptions and an important applicable meth-
odology for knowledge discovery. In particular, it can effectively
process uncertain, imprecise, and incomplete information. Thus,
the model-based uncertainty description and reduction-based
knowledge discovery become its two main issues, where the qual-
itative mechanism-based quantitative extension plays an increas-
ingly important role.

The classical Pawlak-Model [1,2] is qualitative and thus has
accuracy. However, the qualitative absoluteness can also cause
some limitations and problems, such as over-fitting. In fact,
Pawlak-Model cannot fully capture latent useful knowledge in
the uncertainty boundary. In contrast, quantitative models resort
to some measures and thresholds to express quantization
approximation and fault tolerance, so they can tackle data sets
with noises, thus holding important application significance;
moreover, they usually conduct theoretical expansion for

qualitative Pawlak-Model. Thus, the probabilistic rough set (PRS)
[3–6] utilizes the probability uncertainty measure to exhibit
application merits regarding measurability, generality, and
robustness, and it includes several concrete models, such as the
decision-theoretic rough set (DTRS) [7] and variable precision
rough set (VPRS) [8].

Attribute reduction is a fundamental subject in RS-Theory due
to its optimization and generalization for data mining. The classical
reduction is related to Pawlak-Model and thus reflects a qualitative
approach, and different reduction algorithms were extensively
explored in [9–14]. In contrast, quantitative reduction mainly
utilizes the quantitative mechanisms and advantages to achieve
deep development and extensive applications; for example, Refs.
[15–26] studied DTRS-Reduction and VPRS-Reduction, respec-
tively. For the decision table, the classical reduction theory mainly
depends on the classification-positive region (C-POS). Thus,
Pawlak-Reduction directly preserves C-POS due to the change
monotonicity of qualitative C-POS. However, quantitative region
exhibits the change non-monotonicity, and quantitative reduction
usually accompanies some anomalies [15,24,25]. In fact, Ref. [27]
verified that quantitative regions have the essential change
uncertainty, which determines the change non-monotonicity.
Thus, quantitative reduction has already transcended qualitative
Pawlak-Reduction and thus becomes a complex problem. For this
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difficulty, we aim to conduct some systematical studies by virtue of
a concrete quantitative model.

PRS usually needs thresholds for quantitative applications, so
threshold determination becomes a critical task. In particular,
DTRS achieves thresholds’ semantics and calculation by using the
Bayesian risk decision and three-way decision semantics [7];
moreover, DTRS also establishes a basic platform for quantitative
explorations via its expansion and representativeness. For DTRS,
Refs. [28,29] analyzed three-way decisions and their superiority,
Refs. [30–33] discussed model development and threshold calcula-
tion, Refs. [34–38] researched model applications (regarding
regression, clustering, and semi-supervised leaning), Refs. [38–
41] exploited multi-category construction. For DTRS-Reduction,
Ref. [15] proposed general reducts by mining transcendental mea-
sures for the dependency degree; moreover, Refs. [16–20] summa-
rized the existing methods, including the positive-based reduct,
nonnegative-based reduct, cost-based reduct, and distribution-
based reduct.

Against the above backgrounds, quantitative reduction exhibits
applicability but complexity, and DTRS is a fundamental PRS and
its attribute reduction can reflect some essence of quantitative
reduction. Thus, this paper concentrates on DTRS-Reduction in
the decision table. Note that the two-category case corresponds
to the fundamental issue for DTRS, and it is also linked to a usual
classification task in the decision table. In fact, it causes relatively
clear regional structure for RS-Theory by complementary simplifi-
cation, thus underling multiple-category generalization; moreover,
it can also provide some verification analyzes by degeneration.
Therefore, our discussion is mainly within the two-category frame-
work, and this restriction becomes a rational strategy in view of
the complexity of quantitative reduction. In particular, granular
computing (GrC) [42,43] emphasizes multiple levels and provides
a structural approach for hierarchical information processing, and
Refs. [44–48] conducted GrC studies for RS-Theory. Based on the
GrC technology, we will construct hierarchical regional targets to
systematically investigate hierarchical DTRS-Reduction on a basic
premise of reduction expansion.

According to the two-category DTRS-Model, this paper mainly
investigates quantitative reducts and their hierarchies (with qual-
itative reducts) from a regional perspective. It involves the fol-
lowing five parts. (1) An improved type of classification regions
is proposed, and its preservation reduct (CRP-Reduct) is studied.
(2) Reduction targets and preservation properties of set regions
are analyzed, and the set-region preservation reduct (SRP-Reduct)
is studied. (3) Separability of set regions and rule consistency is
verified, and the quantitative and qualitative double-preservation
reduct (DP-Reduct) is established. (4) Hierarchies of CRP-Reduct,
SRP-Reduct, and DP-Reduct are explored with two qualitative
reducts: the Pawlak-Reduct and knowledge-preservation reduct
(KP-Reduct). (5) Finally, verification experiments are provided.
In summary, the main contribution of our works is to construct
three types of quantitative reducts and to further investigate
their hierarchies with two types of qualitative reducts, and
structural regions act as a main perspective in view of the
two-category feature. As a result, CRP-Reduct, SRP-Reduct, and
DP-Reduct expand layer by layer Pawlak-Reduct and exhibit
quantitative applicability, and the experimental results indicate
their effectiveness and hierarchies regarding Pawlak-Reduct and
KP-Reduct.

The rest of this paper is organized as follows. Section 2 reviews
basic models and reducts. Section 3 constructs an improved type of
classification regions, and CRP-Reduct. Section 4 studies set-region
preservation and SRP-Reduct. Section 5 discusses double-preserva-
tion and DP-Reduct. Section 6 investigates hierarchies of five
reduction types. Section 7 conducts experimental analyzes. Finally,
Section 8 concludes this paper.

2. Preliminaries

For simplification, abbreviations are first provided for several
repeated terms. First alphabet-based replacement includes: Set
! S, Classification ! C, Region ! R, Preservation ! P, Double !
D, and Knowledge ! K.

(1) S-Region and C-Region denote the set region and classifica-
tion region, respectively. Concretely, POS, BND, and NEG
denote the set positive, boundary, negative regions, respec-
tively, while C-POS, C-BND, and C-NEG denote the classifica-
tion positive, boundary, negative regions, respectively.

(2) CR-Preservation, SR-Preservation, D-Preservation, and
K-Preservation denote C-Region preservation, S-Region
preservation, double preservation (of set regions and rule
consistency), and knowledge preservation, respectively.
Furthermore, CRP-Reduct, SRP-Reduct, DP-Reduct, and
KP-Reduct denote corresponding preservation reducts.

Next, this section reviews Pawlak-Model, DTRS-Model, and
their reducts.

2.1. Pawlak-Model and Pawlak-Reduct

Pawlak-Model and Pawlak-Reduct [1,2] are first reviewed.
U is a finite universe, R is a family of equivalence relations, and

ðU;RÞ constitutes a knowledge base. Let ;– R #R;\R determines
an equivalence relation – INDðRÞ. Knowledge R refers to classified
structure U=INDðRÞ with granule ½x�R. Thus, ðU;RÞ constitutes an
approximate space, where set X # U is also called a concept. In
Pawlak-Model, the lower and upper approximations of X are
defined by

aprRX ¼ fxj½x�R # Xg; aprRX ¼ fxj½x�R \ X – ;g:

POSRðXÞ ¼ aprRX;

NEGRðXÞ ¼ U � aprRX;

BNDRðXÞ ¼ aprRX � aprRX

8><
>: ð1Þ

further denotes POS, NEG, and BND.
The decision table (D-Table) is an important information table

with classification tasks. In D-Table ðU;C [ DÞ;C and D include
condition and decision attributes, respectively, and the decision
rule is related to the function dxðaÞ ¼ aðxÞ, where x 2 U; a 2 C [ D.
D-Table is consistent, if all its decision rules are consistent, i.e.,
arbitrary decision rule dx satisfies dxjC¼dyjC)dxjD¼dyjD;8x – y;
otherwise, it is inconsistent. Moreover, condition attribute subset
A determines an equivalence relation and knowledge, where
;– A#C.

Definition 2.1 (Qualitative Type). In Pawlak-Model, C-Regions are
qualitative and are composed of following C-POS and C-BND:

POSAðDÞ ¼
[

X2U=INDðDÞ
aprINDðAÞX;

BNDAðDÞ ¼ U � POSAðDÞ;

8<
: ð2Þ

POSAðDÞ describes certain granules for classification. POSB0 ðDÞ#
POSBðDÞ if B0 # B # C, so C-POS change has monotonicity. Thus,
Pawlak-Reduct is naturally established by preserving C-POS; more-
over, dependency degree cAðDÞ ¼

jPOSAðDÞj
jUj is important for evaluating

classification quality.

Definition 2.2 (Pawlak-Reduct). B is Pawlak-Reduct of C, if it
satisfies C-POS preservation and set independence, i.e.,
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