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a b s t r a c t

Thesaurus is used in many Information Retrieval (IR) applications such as data integration, data ware-
housing, semantic query processing and schema matching. Schema matching or mapping is one of the
most important basic steps in data integration. It is the process of identifying the semantic correspon-
dence or equivalent between two or more schemas. Considering the fact of the existence of many the-
sauri for identical knowledge domain, the quality and the change in the results of schema matching
when using different thesauri in specific knowledge field are not predictable. In this research, we
studied the effect of thesaurus size on schema matching quality by conducting many experiments
using different thesauri. In addition, a new method in calculating the similarity between vectors
extracted from thesaurus database is proposed. The method is based on the ratio of individual shared
elements to the elements in the compound set of the vectors. Moreover, we explained in details the
efficient algorithm used in searching thesaurus database. After describing the experiments, results
that show enhancement in the average of the similarity is presented. The completeness, effectiveness,
and their harmonic mean measures were calculated to quantify the quality of matching. Experiments
on two different thesauri show positive results with average Precision of 35% and a less value in the
average of Recall. The effect of thesaurus size on the quality of matching was statically insignificant;
however, other factors affecting the output and the exact value of change are still in the focus of our
future study.

� 2014 Elsevier B.V. All rights reserved.

1. Introduction

For more than two decades, thesauri were exploited in many
IR applications. For example, it were used in web document clas-
sification [1], summarization [2], indexing [3], and in calculating
the semantic similarity of documents written in the same or in
different languages [4]. Thesaurus was also utilized to solve
the problem of schema matching [5–7]. Recently, thesaurus is
used to predict query difficulty in medical domain. It was con-
cluded that the performance of the predictor is influencing with
many factors such as the coverage of thesaurus or query
mapping quality [8]. Earlier studies assumed that there are no

general thesauri such that sufficient coverage are available, so
that the use and impact of thesaurus was not studied widely
[8]. However, a high quality thesaurus is available for some
specific domains, also many thesauri with different coverage
abilities and sizes are found in the same domain.

Such as any other controlled vocabularies, thesaurus is reusable
and replaceable (i.e. can be reused in many different applications
and can be replaced by another compatible thesaurus). However,
the quality of the thesaurus is crucially to be assessed before reuse
or replacement. According to [9] the size of the vocabulary is one of
the main quality issues considered in measuring the quality of the
controlled vocabulary. This research is discuss the effect of the the-
saurus size on the quality of schema matching, thus, measuring
and assessing of the thesaurus quality is out of this research’s
scope, details on thesaurus quality assessment can be found in
[9,10].

Domain specific thesaurus are preferred to the common thesau-
rus such as WordNet in this research because of the common the-
saurus are already used in this field as shown in the next
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paragraphs, moreover this research is studying the effect of the
size of domain specific thesauri for single domain.

In information and database systems, schema is stands as the
set of formulas (collection of meta-data) imposed on the data in
the database. These formulas (also called integrity constraints)
are applied to ensure the compatibility and describe the
organization and the relations between database’s parts and
entities [11].

The importance of studying the effect of thesaurus size is com-
ing from the vital need of effective and complete automatic solu-
tions, because of the rapid expansion of application areas in
which thesaurus and other vocabulary tools can be utilized such
as natural language processing and Information Retrieval. For
instance, schema matching forms the first and the crucial step
toward data integration, however, the multiplicity of the obtain-
able common and domain specific vocabulary and linguistics tools
that can be used, makes it hard to prefer one tool over others since
the influences of tool’s features such as size and coverage are not
predetermined.

1.1. Schema matching related works

Schema matching, which is the process of identifying the
semantic correspondence, or finding the equivalent elements
between two or more schemas, is still an open research area since
more than two decades. This is not only because schema matching
is one of the basic operations [12] in many applications such as
data integration, data warehousing, and semantic query process-
ing, but also because it is an increasingly important problem itself
[13], and as well as the uncertainty in the results of schema match-
ing techniques [14,15]. Many approaches and tools were used to
solve the problem of schema matching such as Cupid [16], LSD
[17], and Corpus [18]. In addition, many surveys and classifications
were published [19,20]. Few features of matching process were not
in the focus of proposed approaches, and aspects such as structural,
element, linguistics, and data model were discussed widely. Fol-
lowing is a summarization of the techniques used in schema
matching approaches.

Many techniques were employed to carry out matching pro-
cess; Machine-learning techniques were used in [17], learner-
based approaches contains learner modules and specific module
to direct learners. These approaches use neural networks advan-
tages to find out the similarity between data sources. In [21] the
object-oriented characteristics were exploited to determine the
mapping between data sources’ attributes. The problem of
matching is not solved using this approach as well many pro-
posed works using metadata; however, it is shifted into another
problem, which is the problem of ontology mapping. Most of
current schema matching tools use rules to carry out the match-
ing, by using information such as elements names and descrip-
tions, data types, hierarchy structure, and constraints. They are
employed in determining the similarity at either element level
or schema level [16,21,22].

Most effective rule-based schema matching methods usually
consist of three phases; linguistic, constraint-based, and struc-
tural matching [23]. In linguistic phase, methods depend on string
matching in general to find out the similarity between elements
names. Current schema matchers usually use WordNet, a large
lexical database of English [24] to consider the semantic relation-
ships between elements labels [6]. However, it is common that
algorithms in this category use combined methods to get high
computed similarity, methods of label normalization to improve
schema matching was also by [6,7]. Cupid matcher exploits lin-
guistic matching in a comprehensively and efficiently manner to
produce high similarity [16]. Incorrect results that are obtained
from linguistic matching phase are usually adjusted in

constraint-based matching phase. Data type constraint, data
types’ compatibility measurement method are usually used as
the initial solution of incorrect or ambiguous results of linguistic
matching phase [25,16]. Structural matching phase is used to
solve the problems of context similarity, these problems are gen-
erally appear in XML schema matching where the structure doc-
ument and the constraints on nodes and edges differs from
rational schemas [23] describes such problems in details.

Based on the conclusion of [8], this paper studies the effect of
thesaurus size (in aspects of number of terms, number of lead-in
terms, and number of cross relations) on the results of schema
matching using thesaurus.

1.2. Research contributions

Although there are few exiting works in the thesaurus based
schema matching field, the main contributions of this research
encompass:

� Presenting an experimental study of the effect of thesaurus size
on schema matching quality. Three agricultural thesaurus of
different size are utilized and compared, and the results are
evaluated through several objective functions.
� A new method to compute the similarity between vectors

extracted from the thesaurus is proposed.
� Moreover, this paper explains in detail many of the technical

aspects to be considered when using thesaurus.
� The experimental results shows that the effect of thesaurus size

in the quality of matching is statistically insignificant. However,
an increment in the average of similarity with distinctive values
are recorded.

1.3. Research limitations

This research is studying the effect of thesaurus size on the qual-
ity of schema matching, by utilizing three thesauri from the Agri-
culture domain to carry out the matching process on the element
level, and the results are analyzed in many different perspectives.
Therefore, some other perceptions such as thesaurus construction
and evaluation, results (Precision, Recall, and F-measure) optimiza-
tion, and the method complexity are not in the scope of this
research.

In the rest of this paper, Section 2 explains the methodology.
Section 3 presents the study setup. Section 4 shows the results as
well as a discussion of these results. Finally, this work is concluded
in Section 5.

2. Schema matching based on linguistic analysis with thesaurus

This paper studied the impact of thesaurus size on the quality of
schema matching. The applied methodology is based on exploiting
thesaurus to carry out the matching process. Fig. 1 shows the
methodology framework, and the next subsection explains it in
details.

The method consists of three main phases as shown in Fig. 1.
Numbers is circles 1, 2 and 3 represent these phases. In phase
one, two schemas (Sx and Sy) are part of the input of the (Apply
Thesaurus) process, thesaurus is the other part of input for this
process, and the output of (Apply Thesaurus) process are two sets
of vectors of terms (Sx mass and Sy mass). These two sets of vectors
will form the input of phase two, which is (Calculating Similarity
Matrix) to produce the Similarity Matrix (SM) between the sche-
mas’ elements; The third phase is (Extracting the Final Mapping)
that uses SM as an input to generate the final mapping list.
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