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1. Introduction

ABSTRACT

The paper reviews and highlights distinctions between function-approximation (FA) and VC theory and
methodology, mainly within the setting of regression problems and a squared-error loss function, and
illustrates empirically the differences between the two when data is sparse and/or input distribution is
non-uniform. In FA theory, the goal is to estimate an unknown true dependency (or ‘target’ function)
in regression problems, or posterior probability P(y/xX) in classification problems. In VC theory, the
goal is to ‘imitate’ unknown target function, in the sense of minimization of prediction risk or good
‘generalization’. That is, the result of VC learning depends on (unknown) input distribution, while that
of FA does not. This distinction is important because regularization theory originally introduced under
clearly stated FA setting [Tikhonov, N. (1963). On solving ill-posed problem and method of regularization.
Doklady Akademii Nauk USSR, 153, 501-504; Tikhonov, N., & V. Y. Arsenin (1977). Solution of ill-posed
problems. Washington, DC: W. H. Winston], has been later used under risk-minimization or VC setting.
More recently, several authors [Evgeniou, T., Pontil, M., & Poggio, T. (2000). Regularization networks and
support vector machines. Advances in Computational Mathematics, 13, 1-50; Hastie, T., Tibshirani, R., &
Friedman, J. (2001). The elements of statistical learning: Data mining, inference and prediction. Springer;
Poggio, T. and Smale, S., (2003). The mathematics of learning: Dealing with data. Notices of the AMS,
50 (5), 537-544] applied constructive methodology based on regularization framework to learning
dependencies from data (under VC-theoretical setting). However, such regularization-based learning
is usually presented as a purely constructive methodology (with no clearly stated problem setting).
This paper compares FA/regularization and VC/risk minimization methodologies in terms of underlying
theoretical assumptions. The control of model complexity, using regularization and using the concept of
margin in SVMs, is contrasted in the FA and VC formulations.

© 2009 Elsevier Ltd. All rights reserved.

little agreement on the fundamental issues involved, and it leads
to heuristic techniques aimed at solving specific applications.

The growing use of computers and database technology has re-
sulted in explosive growth of methods for learning (or estimat-
ing dependencies) from data. The classical (parametric) statistical
approach does not provide practical solutions for flexible esti-
mation with high-dimensional data. Therefore, several diverse
methodologies have emerged to address this problem. These
include well-established methodologies in statistics (multivari-
ate regression/classification, Bayesian methods), engineering (sta-
tistical pattern recognition), signal processing (wavelets) and
computer science (Al and machine learning) and more recently
biologically inspired developments such as artificial neural net-
works, fuzzy logic, and genetic algorithms. Even though all these
approaches often address the same application problems, there is
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Next we briefly review 3 major theoretical/methodological
paradigms for estimating predictive models from data:

1. Parametric estimation. This ‘classical statistical inference’ ap-
proach (due to R. Fisher) assumes that the form of unknown
dependency (model) is known, up to the value of its parame-
ters. The goal of statistical inference is accurate parameter esti-
mation using the available data. It can be easily shown, however,
that the parametric setting does not yield accurate generaliza-
tion with finite samples, even when the true parametric model
is known (Cherkassky & Mulier, 2007).

2. Model identification / function approximation. The growing use
of computers for data analysis in the 70’s and 80’s has led to
the development of flexible data-driven models. Many such
methods developed by ‘practical’ statisticians have been in-
troduced under model identification /function approximation
framework, which is essentially an extension of the classical ap-
proach (1) where the assumption of knowledge about the para-
metric form is relaxed. That is, the unknown target function is
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specified using flexible parameterization. Classical approaches
consider representations linear in parameters (i.e., polynomi-
als, harmonic functions), whereas recent nonlinear methods
include nonlinear parameterizations (such as multilayer per-
ceptron networks, projection pursuit, multivariate adaptive
regression splines etc.). However, conceptually the goal of
learning remains the same as in (1), i.e., accurate estimation of
the true model.

3. Risk minimization approach, aka predictive learning. Under this
framework, the goal of learning is generalization, i.e. obtaining
models providing minimal prediction risk (for future samples).
This approach has been originally developed by practitioners
in the field of artificial neural networks in late 1980’s (with no
particular theoretical justification). The theoretical framework
for predictive learning known as Statistical Learning Theory
or VC-theory (Vapnik, 1982), has been relatively unknown
until the late 1990’s, but the wide acceptance of its practical
methodology called Support Vector Machines (SVM) has
increased interest in this theory (Vapnik, 1998, 2000). In this
paper, we use the terms VC-theory and predictive learning
interchangeably, to denote a methodology for estimating
models with good generalization capabilities from available
data.

In summary, the objective of learning using the model
identification/ function approximation approach is to estimate
the true model of observed random events (presumed to exist);
whereas under the predictive learning approach the goal is just
to find a ‘good’ model (providing good generalization for future
data). This distinction is critical in the context of learning with
finite samples, because:

(a) One can easily show examples where a ‘good’ estimated model
(in the sense of generalization) provides very inaccurate (poor)
approximation of the true model. Moreover, even when the
true parametric form of the estimated dependency is known,
estimation of its parameters from finite data may lead to poor
generalization (Cherkassky & Mulier, 2007).

(b) Classical statistics and function approximation rely on the
notion of the true model (underlying generated data). This
is clearly an additional assumption imposed on application
data. In most applications, the practical objective is to find
a good predictive model, and the notion of the true model
(target function) is simply a theoretical construct that cannot
be directly observed. In contrast, VC-setting is based on the
concept of risk minimization, and does not use the notion of
a true model.

Each learning paradigm is described using its own concepts
and mathematical theory, i.e. classical parametric statistics, func-
tion approximation/ regularization and VC learning theory. How-
ever, the distinction between these approaches becomes blurred
when they are used to motivate practical learning algorithms, for
two reasons. First, many learning algorithms can be introduced
under different frameworks. For example, least-squares minimiza-
tion (for function estimation from samples) can be derived us-
ing the parametric estimation approach (via maximum likelihood
arguments) under Gaussian noise assumptions. Alternatively,
least-squares minimization can be introduced under the risk mini-
mization approach. Second, theoretical arguments have been often
used to explain and/or improve various learning heuristics (rather
than to derive new learning algorithms directly from theoretical
principles). For example, most neural network learning algorithms
have been pioneered by engineers and psychologists (using intu-
itive and biological motivation), and then later ‘explained’ using
statistical and function approximation theoretical arguments.

Currently, there is a clear agreement that the classical
parametric estimation approach is not appropriate for flexible
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Fig. 1. Learning problem setting.

estimation with finite samples. However, there seems to be little
consensus on the distinction between the FA approach and the risk
minimization (VC) framework. For example, SVM methodology has
been originally developed in VC-theory, and later re-introduced
under the ‘regularization’ framework (under FA setting). Several
references (Evgeniou, Pontil, & Poggio, 2000; Hastie, Tibshirani,
& Friedman, 2001; Poggio & Smale, 2003) suggest that SVM is a
special case of the regularization formulation. On a historical note,
we note that the use of regularization techniques in the context
of learning with finite samples has been known in statistics long
before support vector machines. In particular, the regularization
approach (predating SVM) has been widely used only in low-
dimensional settings such as splines and various signal denoising
techniques. Quoting Ripley (1996): ‘Since splines are so useful in
one dimension, they might appear to be the obvious methods in
more. In fact, they appear to be rather restricted and little used’.

The claim about the similarity between SVM and classical
regularization may suggest that there are only superficial dif-
ferences between VC and FA methodologies. So, this paper is
intended to clarify the differences between VC and FA approaches
to learning from data. These differences are presented on 3 levels:
terminology/ vocabulary, theory, and generalization performance
differences. This paper is organized as follows. Section 2 presents
comparisons in terms of underlying theoretical assumptions
(problem setting) and mathematical concepts. Understanding
these conceptual differences is important for performing mean-
ingful empirical comparisons between regularization and a VC ap-
proach, presented in Sections 3 and 4. All empirical comparisons
are performed for standard ridge regression, as a representative
regularization technique. Section 3 presents comparisons between
strategies for choosing regularization parameter based on the goal
of FA and the goal of risk minimization (for VC approach). Section 4
shows empirical comparisons between model complexity control
using the concept of margin (introduced in VC theory) and com-
plexity control under a regularization approach. Conclusions are
given in Section 5.

2. Predictive learning vs function approximation

The problem of inductive learning (or learning from examples)
can be described as a generic system shown in Fig. 1 (Cherkassky &
Mulier, 2007; Friedman, 1994; Vapnik, 1982). This learning system
has three components:

- Generator of random input vectors X, drawn independently
from a fixed (but unknown) probability distribution P(x);

- System (or teacher) which returns an output value y for every
input vector x according to the fixed conditional distribution
P (y|x), which is also unknown;

- Learning Machine, or learning algorithm, which implements a
set of approximating functions f (X, w), where w is a set of
parameters of an arbitrary nature.

The goal of learning is to select a function (from this set) which
approximates best the System'’s response. This selection is based
on the knowledge of a finite number (n) of samples (training data)
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