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a b s t r a c t 

Rough set provides a theoretical framework for classification learning in data mining and knowledge dis- 

covery. As an important application of rough set, attribute reduction, also called feature selection, aims 

to reduce the redundant attributes in a given decision system while preserving a particular classification 

property, e.g., information entropy and knowledge granularity. In view of the dynamic changes of the ob- 

ject set in a decision system, in this paper, we focus on knowledge granularity-based attribute reduction 

approach when some objects vary dynamically. We first introduce incremental mechanisms to compute 

new knowledge granularity. Then, the corresponding incremental algorithms for attribute reduction are 

developed when some objects are added into and deleted from the decision system. Experiments con- 

ducted on different data sets from UCI show that the proposed incremental algorithm can achieve better 

performance than the non-incremental counterpart and incremental algorithm based on entropy. 

© 2016 Elsevier B.V. All rights reserved. 

1. Introduction 

Rough Set Theory (RST), as an important soft computing tool to 

discover the potentially useful knowledge from databases, has at- 

tracted much attention. Nowadays, it has become a common tech- 

nique in many research areas such as machine learning [1] , pattern 

recognition [19] , decision supporting [28,29] , expert system [20] , 

data mining and knowledge discovery [14,15,17,30] . 

Attribute reduction is an important concept in RST, which keeps 

the distinguishing power of original decision system for the ob- 

jects from the universe. Many methods for attribute reduction 

have been developed in the last two decades. However, these ap- 

proaches are often applied in static decision systems [10,14,21–25] , 

which are known as a kind of non-incremental reduction algo- 

rithms. As the object set varies dynamically in a given decision 

system, one needs to recompute the decision system from scratch 

to obtain a new reduct and thus consume a great deal of compu- 

tational time. Apparently, these reduction algorithms are inefficient 

to deal with dynamic decision systems. 
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To overcome this deficiency, a RST-based incremental learning 

method is commonly used to deal with dynamic data sets [13,18] , 

which carries out the computation using the existing results from 

the original data set. And it has been successfully applied to data 

analysis in real-time applications. Researchers have proposed many 

incremental algorithms to update approximations, reducts and de- 

cision rules in dynamic decision systems, which can be divided 

into three aspects as follows. 1) Incremental updating algorithms 

on the change of the attribute set. Based on upper and lower 

boundary sets, Chan developed an incremental algorithm for up- 

dating upper and lower approximations. It is an effective method 

to deal with dynamic attribute sets [2] . Li et al. proposed an in- 

cremental method for fast computing approximations by the char- 

acteristic relation when the attribute set varies in incomplete de- 

cision systems [8] . Zhang et al. developed a matrix-based incre- 

mental algorithm to fast compute approximations under the vari- 

ation of the attribute set in set-valued information systems [31] . 

Cheng developed two incremental approaches to compute approx- 

imations based on cut sets and boundary sets, respectively [5] . 

Wang et al. developed a dimension incremental algorithm based 

on information entropy for updating the attribute reduct, and then 

proposed an algorithm that can find a new reduct efficiently when 

an attribute set was added to a decision system [21] . In [7] , Li 

et al. introduced the dominance matrix to compute dominating 
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and dominated sets, and proposed an incremental method for up- 

dating approximations when the attribute set varies. Luo et al. de- 

veloped an incremental approach to update relevant matrices, and 

presented incremental methods for computing approximations in 

set-valued information systems [11] . For incomplete decision sys- 

tems, Shu et al. developed a positive region-based attribute reduc- 

tion approach to update the attribute reduct efficiently with dy- 

namic changes of the attribute set [16] . 2) Incremental updating 

algorithms on the change of the object set. Liu et al. presented an 

incremental attribute reduction algorithm to compute the minimal 

reduct in an information system [10] . Orlowska et al. presented an 

incremental reduction method for updating the attribute reduct in 

a decision system [13] . Considering that the presented method is 

very time-consuming, Hu et al. proposed an effective incremen- 

tal reduction algorithm based on the positive region to incremen- 

tally update reducts [6] . Liang et al. developed a group incremental 

attribute reduction algorithm based on information entropy when 

adding multiple objects into a decision system [9] . Yang et al. pro- 

posed an incremental method to update attribute reduct based 

on the discernibility matrix [27] . 3) Incremental updating algo- 

rithms on the change of the attribute values. Chen et al. intro- 

duced the definitions of refining and coarsening, and developed 

the incremental approaches for computing approximations when 

coarsening or refining attribute values in single-valued decision 

systems [3] . Based on three representative entropies, Wang et al. 

presented an attribute reduction algorithm for data sets with dy- 

namic changes of attribute values [22] . Chen et al. introduced the 

definition of minimal discernibility attribute set, which focuses on 

improving the efficiency of attribute reduction. Furthermore, they 

developed a rough set-based approach for updating decision rules 

in inconsistent decision systems [4] . 

The knowledge granularity has become one of the most pop- 

ular uncertainty measures of data sets. It is commonly used to 

construct heuristic reduction algorithms [12,24,25] . From the above 

discussion, most incremental reduction algorithms are based on 

information entropy or positive region when data sets vary dy- 

namically. To our best knowledge, incremental reduction algorithm 

based on knowledge granularity has not been discussed so far. In 

addition, matrix is a very useful tool in computing, its theories in 

calculation and methods are important and they have been indis- 

pensable in economics, biology, and modern physical science. To 

fully explore properties in updating attribute reducts when some 

objects vary in the decision systems, this paper aims to design in- 

cremental approaches for dynamic data sets based on knowledge 

granularity. In view of that a key step of the incremental reduc- 

tion approach is the computation of knowledge granularity, this 

paper first introduces incremental mechanisms of knowledge gran- 

ularity and develops a matrix-based incremental attribute reduc- 

tion approach based on knowledge granularity under the variation 

of objects. However, matrix-based methods need more space and 

computational time with the increasing size of data sets in real 

applications. Then, non-matrix based incremental attribute reduc- 

tion approaches are proposed when some objects are added into or 

deleted from the decision systems. Finally, the experimental results 

verify the proposed incremental reduction algorithms can achieve 

better performance than the incremental algorithm based on infor- 

mation entropy and the non-incremental counterpart. 

The remainder of this paper is organized as follows. 

Section 2 briefly reviews some basic concepts in RST. Section 3 in- 

troduces the representation of the knowledge granularity and a 

general heuristic reduction algorithm based on knowledge gran- 

ularity. Incremental reduction algorithms based on matrix and 

non-matrix are developed when some objects are added into 

or deleted from the decision system in Section 4 . In Section 5 , 

experimental evaluation on nine UCI data sets are outlined to 

demonstrate the effectiveness and efficiency of the proposed 

algorithms. The paper ends with conclusions in Section 6 . 

2. Preliminaries 

We review some basic concepts of information system and RST 

in this section [14] . 

Definition 1. [14] An information system is a quadruple tuple S = 

(U, A, V, f ) , where U = { u 1 , u 2 , · · · , u n } is a finite non-emp ty object 

set and A is a finite nonempty attribute set, V = ∪ a ∈ A V a , V a is a 

domain of attribute a, and f : U × A → V is an information function 

with f ( x, a ) ∈ V a for each a ∈ A and x ∈ U . If A = C ∪ D, where 

C is the conditional attribute set and D is the decision attribute 

set, then S = (U, C ∪ D, V, f ) is also called as a decision system. For 

simplicity, U = { u 1 , u 2 , · · · , u n } is written as U in the following: 

Definition 2. [14] An indiscernibility (equivalence) relation is de- 

termined by each nonempty subset B ⊆A as follows: 

R B = { (x, y ) ∈ U × U| f (x, a ) = f (y, a ) , ∀ a ∈ B } (1) 

The universe U is divided into some equivalence classes by the 

indiscernibility relation R B , given by U/R B = { [ x ] B | x ∈ U } , and the 

equivalence class including the object x with respect to B is de- 

noted as [ x ] B = { y ∈ U| (x, y ) ∈ R B } . 
Definition 3. [14] Let S = (U, C ∪ D, V, f ) be a decision system and 

X ⊆U. R is an equivalence relation. The lower and upper approxi- 

mations of X with respect to R are defined as follows, respectively: 

R X = ∪ { x ∈ U| [ x ] R ⊆ X } , (2) 

R X = ∪ { x ∈ U| [ x ] R ∩ X 	 = ∅ } . (3) 

The universe U is partitioned into three disjoint regions by 

these two approximations ( R X, R X ) : the negative region NEG R ( X ), 

the boundary region BND R ( X ), and the positive region POS R ( X ). 

Then the three regions are defined as follows, respectively [14] : { 

NEG R (X ) = U − R X 

BND R (X ) = R X − R X 

P OS R (X ) = R X 

3. Attribute reduction based on knowledge granularity 

This section reviews some basic concepts of knowledge granu- 

larity and relation matrix. Then some properties are obtained and 

a general heuristic attribute reduction algorithm based on knowl- 

edge granularity for decision systems is introduced. 

3.1. A representation of the knowledge granularity 

Definition 4. [12] Let S = (U, C ∪ D, V, f ) be a decision system and 

U/C = { X 1 , X 2 , · · · , X m 

} . Based on the partition, a knowledge granu- 

larity of C is defined as 

GP U (C) = 

m ∑ 

i =1 

| X i | 2 
| U| 2 (4) 

The heuristic attribute reduction algorithms based on knowl- 

edge granularity aim to preserve the relative knowledge granular- 

ity unchanged. Then the relative knowledge granularity shown as 

follows was applied to construct heuristic reduction algorithm and 

delete the redundant attributes in a decision system [14] . 
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