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a b s t r a c t 

Identifying patterns of items that are purchased frequently and generate high profits is crucial for inven- 

tory and profit management. However, neither approaches based on frequent itemsets nor those based 

on high-utility itemsets (HUIs) can meet this requirement alone. Therefore, we propose a new approach, 

named the FIHUM algorithm, for identifying frequent HUIs. The novel characteristic of the FIHUM algo- 

rithm is that it can effectively identify frequent itemsets with high utility (frequent HUIs) without gen- 

erating many high-utility candidate itemsets. Moreover, experimental results from retail data sets reveal 

that the FIHUM algorithm integrates the advantages of frequent itemsets and HUIs. Finally, the highly ex- 

pected utility itemsets (frequent HUIs) generated using the FIHUM algorithm are suitable for predicting 

patterns of items that are purchased frequently by customers and generate high profits in next-period 

transactions. 

© 2016 Elsevier B.V. All rights reserved. 

1. Introduction 

Association rule mining (ARM) facilitates detecting correlations 

among items in large transaction data sets, thus facilitating nu- 

merous business decision-making processes. ARM is a crucial data 

mining approach that enables identifying consumer purchasing be- 

haviors in transaction databases [7] . Agrawal et al. [1] introduced 

ARM and defined it as determining all rules from transaction data 

that satisfy the minimum support and confidence constraints. 

The frequency of an itemset in transactions is unsuitable for 

some applications because it does not reveal the utility of an 

itemset, which can be measured according to cost, profit, or other 

expressions of user preferences. Moreover, a retail business may 

want to identify its most valuable customers who contribute a 

major fraction of the company profit. However, frequent itemset 

mining does not consider the utility (such as quantity or profit) of 

items, which is crucial for addressing real-world decision problems 

that require maximizing the utility in an enterprise. 

For identifying high-utility itemsets (HUIs) that account for 

a large portion of total utility, Yao et al. [19] defined a util- 

ity mining model in which utility is considered a measure of 

how useful (e.g., profitable) an itemset is. The utility u ( X ) of 

an itemset X is defined as the sum of the utilities of X in all 

transactions containing X . Thus, HUI mining identifies the item- 
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sets with a utility greater than a user-specified minimum utility 

threshold. 

Conventional frequency-based ARM algorithms reflect only the 

frequency at which itemsets exist in transactions; the frequent 

itemsets that contribute high revenue or profit (high utility) 

cannot be identified. Conversely, HUIs, such as those for luxury 

goods, identified by utility-based itemset mining algorithms may 

contribute a considerable portion of overall revenue or profit; 

however, the HUIs that appear frequently in the transactions 

cannot be identified. Therefore, the risk of low revenue or profit 

generated from frequent itemsets with low utility and risk of 

inventory costs generated from HUIs with low frequency are major 

concerns for managers. 

In some applications, the stable revenue generated by fre- 

quently purchased items with high utility is the primary concern 

for business managers. Identifying the patterns of items that are 

purchased frequently and generate high profits is crucial for inven- 

tory and profit management. To address this problem, we propose 

a new approach for identifying frequent itemsets with high utility 

(frequent HUIs), as shown in Fig. 1 . Moreover, we investigated the 

differences in predictions and utilities among the three types of 

patterns (frequent HUIs, frequent itemsets, and HUIs) exhibited by 

customers in next-period transactions. 

The remainder of this paper is organized as follows. 

Section 2 reviews related work. Problem definitions are pro- 

vided in Section 3 . The proposed algorithm and an example are 

illustrated in Section 4 . Section 5 uses survey data for a case 
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Fig. 1. The aim of this study. 

study to demonstrate the usefulness of the proposed algorithm. 

Conclusions and future work are discussed in Section 6 . 

2. Related work 

2.1. Frequent item set mining 

Frequent pattern mining reveals the intrinsic and essential 

properties of data sets and is the foundation for ARM. Association 

rules are valuable and unexpected relationships among attributes 

that satisfy the minimum support and confidence constraints in 

a database [7] . Agrawal et al. [1] introduced ARM, defining it 

as determining all rules from transaction data that satisfy the 

minimum support and confidence constraints. 

The Apriori algorithm has been widely and successfully used to 

identify all frequent itemsets in a transaction database. Because of 

the high effectiveness and widespread use of ARM, many variants 

of ARM algorithms have been proposed on the basis of the Apriori 

algorithm. These algorithms assume that each item’s weight is 

equal; that is, that the quantity is 0 or 1. 

To consider the difference in each item’s weight, a different 

concept that allows multiple minimum supports for various item- 

sets has been proposed [14] . However, it is difficult for a user to 

assign each item’s minimum support. In market basket analysis, 

determining the minimum supports for all items can be chal- 

lenging. Moreover, conventional ARM methods may generate less 

important rules with high support and light weight. To solve this 

problem, Tao et al. [18] proposed weighted ARM for considering 

the weight of each item. 

However, the practical usefulness of frequent itemsets is limited 

by the significance of the discovered itemsets. A frequent itemset 

reflects only the statistical correlation between items and does not 

reflect the semantic significance of the items, such as profit. 

2.2. High-utility item set mining 

To overcome the limitations of conventional ARM, Chan et 

al. [5] proposed HUI mining (HUIM) by defining itemset utility 

according to price and quantity. HUIM entails predefining an ob- 

jective function that a user seeks to achieve and then determining 

useful rules that satisfy that function. Yao et al. [19] proposed 

an HUIM method for market basket analysis. Yao and Hamilton 

[20] proposed a utility-based itemset mining approach for quan- 

tifying their preferences concerning the usefulness of itemsets 

by using utility values. Hu and Mojsilovic [10] presented an al- 

gorithm for identifying itemsets through combinations of a few 

high-utility items (rules) that satisfy certain conditions as a group 

and maximize a predefined objective function. 

Existing utility mining methods produce several patterns, mak- 

ing it difficult for users to identify useful patterns in a large set of 

patterns. Ahmed et al. [3] proposed a new tree structure, namely 

a utility tree based on frequency affinity, and a novel algorithm, 

namely high-utility interesting pattern mining, for the single-pass 

mining of HUIPs from a database. Lin et al. [12] designed a high- 

utility pattern (HUP) tree and proposed the HUP-growth mining 

algorithm, which derives HUPs effectively and efficiently. Lin et al. 

[13] used a maximal itemset property and proposed an algorithm 

called UMMI (high utility mining by using the maximal itemset 

property) to considerably reduce the number of potential itemsets 

in the first step. Shie et al. [17] proposed GUIDE (generation 

of maximal high-utility itemsets from data streams) to identify 

maximal HUIs from data streams with different models. 

Mining HUPs over data streams has become challenging be- 

cause of the level-wise candidate generation-and-test problem 

in data mining. Chu et al. [6] proposed a novel method, namely 

temporal high-utility itemset (THUI) mining, for mining THUIs 

from data streams efficiently and effectively. Ahmed et al. [4] pro- 

posed a HUS tree (high-utility stream tree) for executing HUPMS 

(high-utility pattern mining over stream data) for incremental and 

interactive HUP mining over data streams with a sliding window. 

Most recent studies have focused on improving the efficiency of 

HUI mining, as summarized in Table 1. 

Table 1 shows that most utility itemset mining algorithms 

apply heuristics to improve performance rather than identify fre- 

quent HUIs. The algorithm proposed here was developed according 

to the concept of identifying frequent HUIs. 

2.3. Comparison of the proposed algorithm with those in the 

literature 

Table 2 lists the differences between our algorithm and those 

proposed in prior studies. 

3. Problem definitions 

In this section, we define the problem of identifying frequent 

HUIs. 

Definition 1. Let I = { i 1 , i 2 , …, i m 

} be a set of items and D = { T 1 , T 2 , 

…, T m 

} be a transaction data set, where each transaction T is a set 

of items such that T ⊆I . Let X be a set of items. A transaction T is 

said to contain X if and only if X ⊆T . The itemsets XY are present 

in the data set D with support sup , where sup is the percentage of 

the transaction in D that contains X ∪ Y . The formal expression for 

sup ( X ∪ Y ) is as follows: 

sup(X ∪ Y ) = 

| X ∪ Y | 
| D | , 

where | D | denotes the number of transactions in D and | X ∪ Y | 

denotes the number of transactions containing X ∪ Y in D . 

Example 1. Assume that we have a data set ( D ) containing 10 

transactions, as shown in Table 3 . The sup ( a ) and sup ( ae ) in the 

transaction set are as follows: sup ( a ) = 5/10 = 0.5, sup ( e ) = 8/10 = 0.8, 

and sup ( ae ) = 3/10 = 0.3. 

Definition 2. Given a user-specified support threshold σ sup , an 

itemset X is frequent if sup ( X ) ≥ σ sup . 

Example 2. Assume that the support threshold σ sup =0.3. The 

itemsets a, e , and ae are all frequent itemsets because sup ( a ) = 0.5, 

sup ( e ) = 0.8, and sup ( ae ) = 0.3 are not smaller than σ sup . 

Definition 3. The utility of item i p in transaction T q can be defined 

as follows: 

u ( i p , T q ) = o( i p , T q ) × s ( i p , T q ) , 
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