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a b s t r a c t 

Traditional fact checking by experts and analysts cannot keep pace with the volume of newly created in- 

formation. It is important and necessary, therefore, to enhance our ability to computationally determine 

whether some statement of fact is true or false. We view this problem as a link-prediction task in a 

knowledge graph, and present a discriminative path -based method for fact checking in knowledge graphs 

that incorporates connectivity, type information, and predicate interactions. Given a statement S of the 

form ( subject , predicate , object ), for example, ( Chicago , capitalOf , Illinois ), our approach mines dis- 

criminative paths that alternatively define the generalized statement ( U.S. city , predicate , U.S. state ) 

and uses the mined rules to evaluate the veracity of statement S . We evaluate our approach by exam- 

ining thousands of claims related to history, geography, biology, and politics using a public, million node 

knowledge graph extracted from Wikipedia and PubMedDB. Not only does our approach significantly out- 

perform related models, we also find that the discriminative predicate path model is easily interpretable 

and provides sensible reasons for the final determination. 

© 2016 Elsevier B.V. All rights reserved. 

1. Introduction 

If a Lie be believ’d only for an Hour, it has done its Work, and 

there is no farther occasion for it. Falsehood flies, and the Truth 

comes limping after it. 

– Jonathan Swift (1710) [1] 

Misinformation in media and communication creates a situation 

in which opposing assertions of fact compete for attention. This 

problem is exacerbated in modern, digital society, where people 

increasingly rely on the aggregate ratings from their social circles 

for news and information. Although much of the information pre- 

sented on the Web is a good resource, its accuracy certainly cannot 

be guaranteed. In order to avoid being fooled by false assertions, it 

is necessary to separate fact from fiction and to assess the credi- 

bility of an information source. 

Knowledge graphs . We represent a statement of fact in the form 

of ( subject , predicate , object ) triples, where the subject and the 

object are entities that have some relationship between them as 

indicated by the predicate . For example, the “Springfield is the cap- 

ital of Illinois” assertion is represented by the triple ( Springfield , 
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capitalOf , Illinois ). A set of such triples is known as a knowledge 

base, but can be combined to produce a multi-graph where nodes 

represent the entities and directed edges represent the predicates. 

Different predicates can be represented by edge types, resulting in 

a heterogeneous information network that is often referred to as a 

knowledge graph . Given a knowledge base that is extracted from a 

large repository of statements, like Wikipedia or the Web at large, 

the resulting knowledge graph represents some of the factual rela- 

tionships among the entities mentioned in the statements. If there 

existed an ultimate knowledge graph which knew everything, then 

fact checking would be as easy as checking for the presence of an 

edge in the knowledge graph. In reality, knowledge graphs have 

limited information and are often plagued with missing or incor- 

rect relations making validation difficult. 

Although a knowledge graph may be incomplete, we assume 

that most of the edges in the graph represent true statements of 

fact. With this assumption, existing fact checking [2] and link pre- 

diction methods [3–7] would rate a given statement to be true if 

it exists as an edge in the knowledge graph or if there is a short 

path linking its subject to its object, and false otherwise. Statis- 

tical relational learning models [8–11] can measure the truthful- 

ness by calculating the distance between the entities and predi- 

cate in a given statement. However, the limitation of existing mod- 

els make them unsuitable for fact checking. Link prediction meth- 

ods, Adamic/Adar [4] and personalized PageRank [7] for example, 
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work on untyped graphs and are incapable of capturing the het- 

erogeneity of knowledge graphs; other heterogeneous link predic- 

tion algorithms, e.g. , PathSim [12] and PCRW [14] , not only need 

human annotated meta paths but also have strict constraints on 

the input meta paths. Statistical relational learning models such as 

RESCAL [8] , NTN [9] , TransE [10] , and other variants [11,17] utilize 

the type information in knowledge graphs but can not work with 

unseen predicate types and do not model the complicated interac- 

tions among relations explicitly. 

In the present work, we present a discriminative path-based 

method for fact checking in knowledge graphs that incorporates 

connectivity, type information, and predicate interactions. Given a 

statement S of the form ( subject , predicate , object ), for exam- 

ple, ( Chicago , capitalOf , Illinois ), our approach mines discrimina- 

tive paths that alternatively define the generalized statement ( U.S. 

city , predicate , U.S. state ) and uses the mined rules to evaluate 

the veracity of statement S . 

Unlike existing models, the proposed method simulates how 

experienced human fact-checkers examine a statement: fact- 

checkers will first attempt to understand the generalized notion of 

the statement using prior knowledge, and then validate the spe- 

cific statement by applying their knowledge. The statement usu- 

ally can be generalized by replacing the specific entities by their 

type-labels. In the present work, we show how to understand a 

statement by inspecting the related discriminative paths retrieved 

from the knowledge graph. Returning to the “Chicago is the capital 

of Illinois ” example, a fact checker, as well as our model, will learn 

to understand what it means for a U.S. city to be the capitalOf 

a U.S. state . In this trivial example, a fact checker may come to 

understand that a city is the capital of a state if the state agen- 

cies, governor and legislature are located in the city; from this un- 

derstanding the fact checker ought to rule that Chicago is not the 

capital of Illinois because this statement does not satisfy the fact 

checker’s understanding of what capitalOf means. 

The advantages of this fact checking procedure is in its general- 

ity and context-dependency . Just as humans learn unknown words, 

model generality means the predicate of a statement can be arbi- 

trary and is not required to be presented in the knowledge base. 

Moreover, once a prior knowledge is learned, it is associated with 

a certain type of entity pair relation and can be used for dif- 

ferent tasks including general question answering or knowledge 

base completion. The notion of context-dependency allows the fact 

checker to discern different definitions of a predicate in different 

situations. For example, capitalOf could define the capitals of US 

states, colloquialisms such as “Kansas City is the soccer capital of 

America”, or historical or time-sensitive predicates such as “Cal- 

cutta was the capital of India” depending on the context. 

When performed computationally, the task of discovering inter- 

esting relationships between or among entities is known generally 

as association rule mining. Although there has been some effort to 

adapt association mining for knowledge graph completion, these 

methods are not well suited for fact-finding and often resort to 

finding global rules and synonyms [18,19] rather than generating 

a robust understanding of the given context dependent predicate 

[20] . 

Fig. 1 illustrates three graph fragments from the DBpedia 

knowledge base [21] containing cities and states. This example 

demonstrates, via actual results, how the proposed automatic fact 

checker is able to determine relationships that uniquely define 

what it means for an entity to be the capitalOf another entity. 

Association rule miners [19] and link prediction models [5,6] in- 

correctly indicate that the largestCity is most associated with the 

capitalOf predicate. In contrast, our framework, indicated by solid 

edges, finds the rules that most uniquely define what it means to 

be the capitalOf a state. In this example, our top result indicates 

that a US state capital is the city in which the headquarters of 

entities that have jurisdiction in the state are located. In other 

words, we find that a US state capital is indeed the city where 

the state agencies, like the Dept. of Transportation, or the Dept. of 

Health, have their headquarters. 

To summarize, we show that we can leverage a collection of 

factual statements for automatic fact checking. Based on the princi- 

ples underlying link prediction, similarity search and network clo- 

sure, we computationally gauge the truthfulness of an assertion 

by mining connectivity patterns within a network of factual state- 

ments. Our current work focuses on determining the validity of 

factual assertions from simple, well-formed statements; the related 

problems of information extraction [22] , claim identification [23] , 

answering compound assertions [24] , and others [25] are generally 

built in-support-of or on-top-of this central task. 

Recent work in general heterogeneous information networks, of 

which knowledge graphs are an example, has led to the develop- 

ment of meta path similarity metrics that show excellent results 

in clustering, classification and recommendation [12,14,26,27] . The 

state of the art in meta path mining works by counting the path- 

instances or randomly walking over a constrained set of hand- 

annotated typed-edges [12] . Unfortunately, this means that a hu- 

man has to understand the problem domain and write down rel- 

evant meta paths before analysis can begin. In this work, our fo- 

cus is on methods that automatically determine the set of path- 

descriptions called discriminative paths that uniquely encapsulate 

the relationship between two entities in a knowledge graph. 

The specific contributions of this paper are as follows: 

1. We developed a fast discriminative path mining algorithm that 

can discover “definitions” of an RDF-style triple, i.e. , a statement 

of fact. The algorithm is able to handle large scale knowledge 

graphs with millions of nodes and edges. 

2. We designed a human interpretable fact checking framework 

that utilizes discriminative paths to predict the truthfulness of 

a statement. 

3. We modeled fact checking as a link prediction problem and 

validated our approach on two real world, large scale knowl- 

edge graphs, DBpedia [21] and SemMedDB [28] . The experi- 

ments showed that the proposed framework outperforms alter- 

native approaches and has a similar execution time. 

In this paper, we incorporate lessons learned from association 

rule mining and from heterogeneous information network analy- 

sis in order to understand the meanings of various relationships, 

and we use this new framework for fact-checking in knowledge 

graphs. To describe our approach we first formalize the problem in 

Section 2 and define our solution in Section 3 . Section 4 presents 

extensive experiments on two large, real world knowledge graphs. 

We present related work in Section 5 before drawing conclusions 

and discussing future work in Section 6 . 

2. Problem definition 

We view a knowledge graph to be a special case of a heteroge- 

neous information network (HIN) where nodes represent entities 

and edges represent relationships between entities, and where het- 

erogeneity stems from the fact that nodes and edges have clearly 

identified type-definitions. The type of an entity is labeled by some 

ontology, and the type of an edge is labeled by the predicate la- 

bel. With the above assumptions, we formally define a knowledge 

graph as follows: 

Definition 1 (Knowledge Graph) . A knowledge graph is a directed 

multigraph G = (V, E, R , O, ψ, φ) , where V is the set of entities, E
is a set of labeled directed edges between two entities, R repre- 

sents the predicate label set, and O is the ontology of the enti- 

ties in G. The ontology mapping function ψ(v ) = o , where v ∈ V



Download English Version:

https://daneshyari.com/en/article/404708

Download Persian Version:

https://daneshyari.com/article/404708

Daneshyari.com

https://daneshyari.com/en/article/404708
https://daneshyari.com/article/404708
https://daneshyari.com

