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a b s t r a c t

Nowadays, sequence databases are available in several domains with increasing sizes. Exploring such
databases with new pattern mining approaches involving new data structures is thus important. This
paper investigates this data mining challenge by presenting OrderSpan, an algorithm that is able to
extract a set of closed partially ordered patterns from a sequence database. It combines well-known prop-
erties of prefixes and suffixes. Furthermore, we extend OrderSpan by adapting efficient optimizations
used in sequential pattern mining domain. Indeed, the proposed method is flexible and follows the
sequential pattern paradigm. It is more efficient in the search space exploration, as it skips redundant
branches. Experiments were performed on different real datasets to show (1) the effectiveness of the
optimized approach and (2) the benefit of closed partially ordered patterns with respect to closed
sequential patterns.

� 2015 Elsevier B.V. All rights reserved.

1. Introduction

Due to the exponential growth of temporal and spatiotemporal
databases, sequential pattern mining has become a very active
research area. Many studies have demonstrated the usefulness of
such patterns for analysis [1], classification [2,3] or prediction
[4]. These patterns were introduced in [5] and are an extension
of association rules [6]. Several algorithms to mine such patterns
have been proposed and are presented in [7,8]. They are used when
information is totally ordered according to a specific criterion,
which is usually temporal. For instance, let us take the well-know
‘‘market basket’’ problem. We consider a customer database where
the pattern h(Bread)(Chocolate)i is found. This means that the pro-
duct Bread is frequently purchased before the product Chocolate.
Mining such related items according to temporal aspects is very
useful for specialists in various domains such as marketing [9],
software engineering [10] or medicine [11]. Despite their advan-
tages, sequential patterns often generate little information since
they only provide totally ordered information about data. For
example, let us consider a second pattern, h(Bread)(Milk)i, discov-
ered in the same database. If these two patterns describe the same

customers, their coexistence is not taken into account with
sequential pattern approaches. However, they can be synthesized
via partial ordering.

Fig. 1 presents a so-called partially ordered pattern that combi-
nes the two previous sequential patterns. This new pattern means
that customers frequently purchase the product Bread before pur-
chasing the two other products Chocolate and Milk which them-
selves are not ordered. Partially ordered patterns can be used in
sequential databases and have many advantages: (1) they provide
more information on order among elements; (2) they are
represented as a directed acyclic graph, which facilitates the
understanding; and (3) they summarize sequential pattern sets.

In a previous paper [12], we presented a method designed to
directly extract closed partially ordered patterns in the general
case of itemset sequences with item repetitions. In the present
paper, we propose an improvement of our algorithm:

� Based on the property presented in [13], we present an opti-
mized version of the so-called OrderSpan algorithm that
explores the search space and outputs the complete set of
closed partially ordered patterns.
� We use a new data structure to represent patterns in the

algorithm. Properties of this new data structure lead to a different
and generic way to remove the redundancy in patterns.
� We provide a complexity analysis of the approach and an upper

bound on the number of extracted patterns given a minimum
support.
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The method proposed in [12] is close to the non-optimized
algorithm presented in this paper. As we will see, the main differ-
ence is the use of an expanded data-structure that easily allows the
addition of effective optimizations during the process. We thus
integrated optimizations from [13].

Based on sequential pattern mining work, OrderSpan extracts
partially ordered patterns based on the prefix and suffix properties
of sequences. We opted to extract closed partially ordered patterns
because they provide a compact representation of all partially
ordered patterns. Thus, the output result set is smaller and it is
possible to retrieve the complete set of all partially ordered
patterns. There is no information loss. Our approach follows the
Pattern-Growth paradigm on sequences, thus it is related to other
approaches in sequential pattern mining. Some of these methods
[13,14] are optimized to explore the search space of closed sequen-
tial patterns in a very efficient way. These optimizations are per-
formed according to some properties that help to prune the
search space to reduce its exploration. Thus, we analyzed closed
sequential pattern properties that can be applied to the problem
of mining closed partially ordered patterns. We adapted the opti-
mization based on the equivalence databases proposed in CloSpan
[13]. This property efficiently prunes the search space in the case of
sequential pattern mining. We generalized it to the sub-search
space that corresponds to a closed partially ordered pattern.

This paper is organized as follows. Section 2 gives some pre-
liminary definitions on sequences and partially ordered patterns.
Section 3 describes existing studies on partially ordered pattern
mining. Section 4 introduces the OrderSpan algorithm including
an optimization step and complexity analysis. Experimental results
are presented in Section 5. Firstly, we compare the non-optimized
and the optimized algorithm on a set of examples. Secondly, we
compare the optimized version of OrderSpan with the algorithm
proposed in [15]. Finally, we study the semantic aspects of closed
partially ordered patterns.

2. Problem definition

Before presenting the partially ordered pattern concept, we pro-
vide some important definitions relative to closed sequential pat-
tern mining. As we will see later, a partially ordered pattern is a
more complex structure composed of closed sequential patterns.
Let us first define a sequence (Definition 1), sub-sequence (Defini-
tion 2), a sequential pattern (Definition 3) and a closed sequential
pattern (Definition 4).

Definition 1 (Sequence)
Let I = fI1; I2; . . . ; Img be a set of items. An itemset IS is a non
empty, unordered, set of items denoted ðIj1

. . . Ijk
Þ where Iji

2 I . Let
IS be the set of all itemsets built from I. A sequence S is a non-
empty ordered list of itemsets denoted hIS1IS2 . . . ISpi where
ISj 2 IS.

Definition 2 (Sub-sequence)
A sequence Sa ¼ hIS1IS2 . . . ISpi is a sub-sequence of another
sequence Sb ¼ hIS01IS02 . . . IS0mi, denoted Sa�sSb, if p 6 m and if there
are integers j1 < j2 < . . . < jk < . . . < jp such that IS1 # IS0j1 ;

IS2 # IS0j2 ; . . . ; ISp # IS0jp .

Definition 3 (Sequential pattern)
Let SP be a sequence and DB a sequence database. Let S0 #DB be
the maximal set of sequences such that 8Si 2 S0; SP�sSi. jS0j is
called the support of SP . SP is called a sequential pattern, denoted
seq-pattern, when SupportðSPÞP h where h is a given value
(minimum support).

Definition 4 (Closed sequential pattern)
Let SP be a sequential pattern, SP is a closed sequential pattern if
there is no other sequential pattern S0P such that SP�sS

0
P and

SupportðSPÞ ¼ SupportðS0PÞ.

In the following, the database in Table 1 is used to illustrate
these definitions. This database contains three sequences of item-
sets based on the alphabet R ¼ fa; c; d; e; f ; gg. Given this database,
the sub-sequences hðgÞi; hðdÞi and hðgÞðdÞi are supported by
sequences S1; S2 and S3, and their support is equal to 3. Thus with
a minimum support h ¼ 2, these sub-sequences are seq-patterns
because 3 P h. But sequences hðgÞi and hðdÞi are not closed seq-
patterns since the sequence hðgÞðdÞi is such that hðgÞi�shðgÞðdÞi
and hðdÞi�shðgÞðdÞi with an equivalent support. Finally, the sequences
hðgÞðdÞi; hðcdÞðaÞi; hðcdÞðgÞi; hðgÞðdÞðeÞi, hðgÞðdÞðf Þi and hðgÞðeÞðf Þi in
Table 2, give the complete set of closed seq-patterns for h ¼ 2.

These are given with the associated set of supporting
sequences. Some sets of closed seq-patterns are supported by the
same set of sequences. For instance hðgÞðdÞðeÞi; hðgÞðdÞðf Þi and
hðgÞðeÞðf Þi are supported by S2 and S3. A partial order can be used
to obtain a synthetic representation of these closed seq-patterns
relative to the sequence set fS2; S3g. We can define as many partial
orders as there are corresponding sets of sequences. In our exam-
ple, these sets are fS1; S2; S3g; fS1; S2g and fS2; S3g. Fig. 2a–c give
the three partial orders corresponding to each set of sequences.
We use two vertices labeled ‘‘h’’ and ‘‘i’’, representing the beginning
and end of the patterns.

These structures are used to represent partially ordered pat-
terns which are defined in the following:

Definition 5 (Partially ordered sequence)
A partially ordered sequence is a set of itemsets with a partial
order ðV; <Þ. It can be represented with a labeled directed acyclic
graph G ¼ ðV;A;RV ; lVÞ where:

� V is the set of vertices and A is the set of arcs where
A ¼ fðu;vÞ 2<;with u;v 2 Vg
� RV is a finite alphabet representing possible vertex label values
� lV : V ! RV is a mapping giving the labeling on the vertices

In the graph, for all u;v 2 V;u < v if there is a directed path
from u to v. However, if there is no path from u to v or from v to u,

Fig. 1. Example of partially ordered pattern for the ‘‘market basket’’ problem.

Table 1
An example of a sequence database.

Seq id Sequence

S1 hðcdÞðaÞðgÞðdÞi
S2 hðgÞðcdeÞðf ÞðaegÞi
S3 hðgÞðdÞðeÞðf Þi

Table 2
Set of closed sequential patterns related to Table 1 with
the minimum support h ¼ 2.

Supporting seq set Sequence

fS1; S2; S3g hðgÞðdÞi
fS1; S2g hðcdÞðaÞi
fS1; S2g hðcdÞðgÞi
fS2; S3g hðgÞðdÞðeÞi
fS2; S3g hðgÞðdÞðf Þi
fS2; S3g hðgÞðeÞðf Þi
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