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Content-Based Image Retrieval (CBIR) is an important problem in the domain of digital data management.
There is indeed a growing availability of images, but unfortunately the traditional metadata-based search
systems are unable to properly exploit their visual information content. In this article we introduce a
novel CBIR scheme that abstracts each image in the database in terms of statistical features computed
using the Multi-scale Geometric Analysis (MGA) of Non-subsampled Contourlet Transform (NSCT). Noise
resilience is one of the main advantages of this feature representation. To improve the retrieval

ﬁesjgords: performance and reduce the semantic gap, our system incorporates a Relevance Feedback (RF) mecha-
Content based image retrieval nism that uses a graph-theoretic approach to rank the images in accordance with the user’s feedback.
Re-ranking First, a graph of images is constructed with edges reflecting the similarity of pairs of images with respect

to the proposed feature representation. Then, images are ranked at each feedback round in terms of the
probability that a random walk on this graph reaches an image tagged as relevant by the user before
hitting a non-relevant one. Experimental analyses on three different databases show the effectiveness
of our algorithm compared to state-of-the-art approaches in particular when the images are corrupted
with different types of noise.
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1. Introduction

A Content Based Image Retrieval (CBIR) system enables a user to
organize and retrieve images in a database by analyzing the char-
acteristics of the visual content. The whole process is usually done
by presenting a visual query to the system and by extracting a set
of images from the database that have highest resemblance to the
query image [1-3]. This query-by-example procedure compares
the visual content of images in terms of low level features by
computing a distance between the features of the query image
and the possible target images in the database [4-6].

A modern interactive CBIR system consists of the following
main parts: feature extraction, feature reduction, ranking and rel-
evance feedback. The first two phases allow to obtain abstract,
compact representations for the query and database images, which
possibly summarize their most distinctive features. The ranking
phase consists in sorting the database images based on their
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relevancy to the query image. Finally, the relevance feedback phase
involves the user intervention to tag the images in the result set as
relevant or irrelevant. This triggers a re-ranking of the database
images which accounts for the new feedback information. Multiple
feedback rounds can follow until user satisfaction is achieved.
Various feature extraction and feature reduction schemes have
been used in the literature to find the low-dimensional salient and
significant features, which can be effectively used to represent the
underlying image’s characteristics [7-9]. It has been found that
feature extraction techniques working in the frequency domain
are more effective in representing the significant and subtle details
of the image than the conventional spatial domain schemes
[10,11]. Among the various frequency domain methods, Wavelet
Transform (WT) and its variants (like M-band wavelet, complex
wavelet, wavelet packets etc.) have been extensively used in CBIR
systems [12,13,10,14]. Low level features based on WT provide a
unique representation of the image and they are highly suitable
to characterize textures of the image [12,15,16]. However, the
main problem of WT-based features is the inherent lack of support
to directionality and anisotropy. To overcome these limitations, a
recent theory called Multi-scale Geometric Analysis (MGA) for
high-dimensional signals has been introduced and several MGA
tools have been developed like Ripplet, Curvelet and Contourlet,
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with application to different problem domains [17,18]. In general,
CBIR systems based on these MGA tools turn out to be more effec-
tive than WT-based traditional CBIR schemes [18,19]. An improve-
ment of the Contourlet Transform (CNT) has been proposed in [20]
to mitigate the shift-sensitivity and the aliasing problems of CNT in
both space and frequency domains. Their solution known as
Non-Subsampled Contourlet Transform (NSCT) combines both
Non-Subsampled Pyramid (NSP) and Non-Subsampled Directional
Filter Bank (NSDFB). In the literature, different NSCT-based CBIR
systems have appeared [21-24].

Besides extracting good feature representations, a further
important task is feature selection, which aims to seek optimal
subsets of the extracted features that preserve most of the infor-
mation carried by the collected data [25]. The main goal is to facil-
itate future analysis in the presence of high-dimensional data by
improving the query performance of the CBIR system and by
reducing the storage requirement. In addition, the reduction in
dimensionality favors de-noising, for noise is typically concen-
trated in the excluded dimensions [26]. Conventional methods of
feature selection involve evaluating different feature subsets using
some index and selecting the best among them [27]. We refer to
[28-32] for a detailed discussion about various unsupervised
feature selection algorithms. Some approaches exploit also
supervision by employing a labeled training set and mutual-
information-based criteria to find class-specific relevant and
non-redundant features (see, e.g., [33]).

Unfortunately, low level features and distance metrics are not
sufficient to reduce the semantic gap and thus rank the images
according to the user’s intentions. This motivates researchers to
insert the user’s feedback in the search loop and improve the rank-
ing performance of the retrieved images by employing an interac-
tive scheme [34]. Since mid-1990s, relevance feedback
mechanisms have been adopted to retrieve images by exploiting
the human visual impression as a feedback signal that is used to
iteratively correct errors made by the CBIR system [35,9]. Such feed-
back process terminates when the user is satisfied with the
retrieved images. The measure of distance between images is in
general a function of the user, which encompasses her experience
over the period of time from her early age. The user intervention
becomes thus necessary if we aim at devising accurate, user-specific
retrieval systems [36-38].

There are two main types of RF-based approaches for CBIR in the
literature [39]: inductive and transductive. Inductive approaches use
a classifier trained in a supervised way to discriminate between rel-
evant and irrelevant images [40,41] and rank the images based on
their relevancy. The major drawback of these methods is the limited
number of examples that are actually labeled by the user, which
prevents the classifiers from properly learning the true relevant/
irrelevant separation boundaries. Transductive approaches miti-
gate this problem by exploiting also the distribution of the unla-
beled data. Those approaches are typically based on manifold
learning to propagate a ranking score or the class-posterior on the
manifold of images [39,42-44]. Other approaches define a genera-
tive model that uses the unlabeled data to measure the relevance
between query image and database images [45]. We refer to
[9,46] for further references to RF-based CBIR schemes.

In this article, we propose a new CBIR system based on RF. Our
system exploits feature representations for the images given in
terms of first-order statistics computed from NSCT. This approach
indeed guarantees a better preservation of the main cues of the
images as NSCT is a flexible multi-scale, multi-directional and
shift-invariant image decomposition method. After the feature
extraction phase, an unsupervised approach based on the Maximal
Information Compression Index (MICI) is adopted to select a subset
of optimal features, which reduces the dimensionality of the data

and implicitly suppresses part of the noise [28]. We then employ
a transductive, graph-based ranking approach that exploits the
RF information. It relies on a sparse graph representation in which
the database images and the query image are nodes and edge
weights are expressed in terms of the Euclidean distance between
the image’s feature abstractions. Following [42], ranking is initially
carried out by a simple k-nearest-neighbor approach, while the
subsequent rankings, which account for the user’s feedback, are
given according to the probability that a random walk starting
from a node in the graph will reach a relevant image before hitting
a non-relevant one. Extensive experiments using the proposed
NSCT-based features and this graph theoretic RF mechanism on
three different databases show the superiority of our proposed
method over different recent approaches.

The rest of the manuscript is organized as follows: Section 2
introduces the non-subsampled contourlet transform, which will
be adopted in the proposed approach. The detailed description of
the feature representation used and the graph-theoretic RF mech-
anism are explained in Sections 3 and 4, respectively. The proposed
CBIR system is described in Section 5. Section 6 is devoted to the
experimental evaluation. Finally, in Section 7 we draw conclusions
and discuss some future extensions of the work.

2. Non-Subsampled Contourlet Transform (NSCT)

In this section, we briefly describe the non-subsampled con-
tourlet transform, which will be adopted in our system to devise
a proper image representation.

NSCT is a fully shift-invariant, multi-scale, and multi-direction
expansion with fast implementability [20]. As opposed to the con-
tourlet transform, which is not shift-invariant due to the presence
of down-samplers and up-samplers in both the Laplacian pyramid
and Directional Filter Bank (DFB) stages, NSCT achieves the shift-
invariance property by using non-subsampled pyramid filter banks
and non-subsampled DFB.

2.1. Non-Subsampled Pyramid (NSP) filter bank

NSP is a shift-invariant filtering structure that leads to a sub-
band decomposition that resembles the Laplacian pyramid, which
ensures the multi-scale property of the NSCT. As shown in Fig. 1, it
is constructed by using two-channel non-subsampled 2D filter
banks, which produce a low-frequency and a high-frequency image
at each NSP decomposition level. Filters at subsequent stages are
obtained by upsampling the low-pass filters at the first stage. As
a result, NSP can result in k + 1 sub-images, which consist of one
low-frequency image and k high-frequency images whose sizes
coincide with the source image, k being the number of decomposi-
tion levels. Fig. 1(a) gives the NSP decomposition with k = 3 levels.

2.2. Non-Subsampled Directional Filter Bank (NSDFB)

The NSDFB is constructed by eliminating the downsamplers and
upsamplers of the DFB and by upsampling the filters accordingly
[20]. This results in a tree composed of two-channel NSFB,
described in Fig. 1(b) (4 channel decomposition). At each stage of
the NSP, the NSDFB allows a decomposition into any number of
2! directions, | being the number of levels in the NSDFB. This pro-
vides the NSCT with the multi-direction property and offers precise
directional information. The combination between NSP and NSDFB
is depicted in Fig. 2(a). The resulting filtering structure approxi-
mates the ideal partition of the frequency plane displayed in
Fig. 2(b). Differently from the contourlet expansion, the NSCT has
a redundancy given by r=1 + 2;:12’1', where ¢; is the number of
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